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CONVERGENCE ANALYSIS OF AN INEXACT TRUNCATED RQ-ITERATION  *

CHAO YANG'

Abstract. The Truncated RQ-iteration (TRQ) can be used to calculate interior or clustered eigenvalues of a
large sparse and/or structured matfix This method requires solving a sequence of linear equations. When these
equations can be solved accurately by a direct solver, the convergence of each eigenvalue is quadratic in general and
cubic if A is hermitian. An important question is whether the TRQ iteration will still converge if these equations
are approximately solved by a preconditioned iterative solver. If it does converge, how fast is the convergence rate?
In this paper, we analyze the convergence of an inexact TRQ iteration in which linear systems are solved iteratively
with some error. We show that under some appropriate conditions, the convergence rate of the inexact TRQ is at
least linear with a small convergence factor.
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1. Introduction. In this paper, we are concerned with solving
Az = Az,

where A € C"*™ is large sparse or structured. By that, we mean the mairhas very

few nonzero elements, or it has a special structure that aljows Ax to be implemented
efficiently in much less than? floating point operations (FLOPS). (An example of this is the
discrete Fourier transform matrix.) We are particularly interested in finding several interior
or clustered eigenvalues df. This problem is often solved by applying the Arnoldi [1] or
Lanczos [3] method teA —o 1) !, wheres is a target shift. This technique is usually referred

to asshift and invert In a shifted and inverted Arnoldi or Lanczos iteration, one must solve

a sequence of linear equations accurately in order to capture all desired eigenvalues. Loss of
accuracy in solving shift-invert equations of the form

(A—oDw=v

may result in the corruption of the Krylov subspace from which eigenvalue and eigenvector
approximations are drawn.

The recently proposed Truncated RQ-iteration (TRQ) [8] provides an alternative for cal-
culating the interior or clustered eigenvalues. The TRQ iteration also solves a sequence of
linear systems of the forrA — ul)w = v. However, numerical examples shown in [8]
have indicated that the solution accuracy of these linear equations can be relaxed. Rapid
convergence has been observed when these equations are solved approximately by a precon-
ditioned iterative solver. In the following, we will use the temexact TRQo refer to the
TRQ iteration in which the linear equations are solved approximately.

In this paper, we analyze the convergence of the inexact TRQ iteration and show that
under some appropriate conditions, the inexact TRQ iteration converges linearly with a small
convergence factor. Moreover, the analysis recovers the quadratic (or cdbglifermitian)
convergence of the TRQ when the linear systems are solved exactly.

The organization of the paper is as follows. In Section 2, we review the TRQ iteration.
The inexact TRQ iteration is introduced in Section 3. The linear convergence of the inexact
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Algorithm 1: Implicitly Shifted RQ-iteration

Input: (A,V, H) with AV = VH,VHV = I, andH is upper
Hessenberg.
Output: (V, H) such thatdV = VH,VHV = I andH is upper triangular.

1.for j = 1,2,3, ... until converged,
1.1. Select a shiffe < p;;
1.2.FactorH — I = RQ);
13.H «+ QHQY ; V « VQH,
2.end;

FiG. 2.1.Implicitly Shifted RQ-iteration.

TRQ is proved in Section 4. Some numerical examples are shown in Section 5 to confirm the
convergence analysis.

2. The Truncated RQ-iteration. Before introducing the TRQ iteration, let us examine
the full RQ-iteration. The RQ-iteration is similar to the familiar QR algorithm. It begins with
a Hessenberg reduction

(2.1) AV =VH,

whereVHV = T and H is upper Hessenberg. This reduction is followed by the actions
described in Figure 2.1, which eventually drivésnto an upper triangular form with eigen-
values exposed on the diagonal. If welet = VQ¥, H, = QHQY, vj = V,e; and

vy = Ve, itis easy to verify that in a single RQ iterate

(A= pl)vf =wip1a,

wherep; 1 = el Re;. This implies that the first colum¥i, is what one would have obtained
by applying one step of inverse iterationdp with the shiftu. This property is preserved
in all subsequent RQ iterates. Thus, one would expect very rapid convergence of leading
columns ofV/ to an invariant subspace df

In the large scale setting it is generally impossible to carry out the full iteration involving
n x n orthogonal similarity transformations. It would be desirable to truncate this update
procedure aftek steps to maintain and update only the leading portion of the factorizations
occurring in this sequence. A truncated Hessenberg reduction can be produced by an Arnoldi
iteration which yields

(2.2) AVy = Vi Hy + frei, VEV, =1, and Vi £, = 0.

The matrixV;,, € C*** can be viewed as the leadikgcolumns of thel” € C**” that
appears in the full Hessenberg reduction (2.1), &hdcan be viewed thé& x k leading
principle submatrix o .

To carry out the last steps of the RQ update within the truncated Hessenberg reduction,
one must find out the consequence of the first k steps of the full RQ factorization. In
particular, one must determine tfie+ 1)-st column of bott’ Q andHQ, where

- (I O
Q—(o Q)
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is the product of Given’s rotations used to drive the loywer- k) x (n — k) portion of H to
an upper triangular form. The determination of these intermediate vectors leads to solving a
set of equations to be defined below.
To be precise, let us partition = (V}, f/) whereV}, denotes the leading columns of
V (produced by an Arnoldi iteration,) and let

( H M
H_<5k€1€f H>

be partitioned conformally so that

2.3) AV V) = (Vi V) < 55;2{ A; ) |

Let u be some given shift. In a full RQ-iteration, we would begin factoriig- pI from
right to left using Givens method, say, to obtain

Hy —pl, M I, 0
H—ul = . .
: < Brerel R)( 0 Q

whereH — uI = RQ andM = M(Q. Postmultiplying (2.3) by( ‘g” 22 > yields
. ~ ( Hy—ply M
(2.4) (A= pD)(Vi,, VQ™) = (Vi,, V) ( R ) :
Breieg R

Note that in a truncated RQ-iteration, we do not ha¥eH , or V. However, at this point, all
one needs to know in order to complete the RQ factorization are the first colurhit3,af/
andR.

If these vectors can be computed without forming and applyinghen a truncated
version of the RQ-iteration is possible. To determine these vectors, let us examine the first
k + 1 columns of (2.4). Let = Vey, vy = VQHey, h = Mey, anda = eX Re;. It follows
from (2.4) that

(2.5) (A= pI)(Vi,v4) = (Vk,v) < Hkﬂk_eéfjk Z ) '

Note that the vector is the normalized;, produced by the Arnoldi iteration. From (2.5), it
follows thatv, must satisfy

(2.6) (A — pl)vy = Vih + va,

with Vv, = 0 and||v4 || = 1 since the columns o, v4.) must be orthonormal.
These conditions may be expressed succinctly throughRi@ equation

on () ()= (7) e

Note that the unknowns in (2.7) avg, h ande. The conditiond/ v, = 0 and|jv4 || = 1

allow one to solve
A—pl Vi w '\ [ vy
VHE 0 z )\ 0
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first for any~y # 0. The vectorn,. can be computed by simply normalizing Once we have
v+, premultiplying (2.6) withl, andv yields

h=VH(A-plv, and a = v (A — pl)vy

The existence and uniqueness of the solution to the TRQ equation is carefully established
in [8]. Using the additional property (2.2), we can further simplify the TRQ equation (2.7) to
devise a solution scheme that avoids a block Gaussian elimination. It is shown in [8] that the
TRQ equation can be solved as follows:

1. w+ (I — VyVH)(A - puI)=(Vys), for some appropriate
2. vy ¢ w/|wl)
3. he VHAvy a + v (A - pl)vy;

Once the TRQ equation is solved, the RQ update can be applied to (2.5) to finish a
complete cycle. The TRQ algorithm is shown in Figure 2.2. We refer the interested reader to
[8] for many implementation details.

Algorithm 2: (TRQ) Truncated RQ-iteration

Input: (A, Vi, Hy, fr) with AV, = Vi, Hy, + fkeg, VkHVk =1, Hy
is upper Hessenberg.
Output: (Vj, Hy) such thatdVy, = V;, Hy,, VkHVk = I andHy, is upper
triangular.

1. Putfy, = || fxll and putv = fi/By;
2.for j =1,2,3, ... until converged,
2.1. Select a shiff + p;;

A-— ,ul Vi v
2.2.Solve< Vi 0 ) < ) < )Wlth [los] = 1;
r
p

0
2.3.Factor< Hy, = ply h>_< > ( );
oel

ﬂkef «
24V + ViQH 4 vy g,
2.5. 0, + ae{Rkek; U U0 + V47,
2.6. Hy, QkRk + ,U/Ik;
3. end;

FIG. 2.2.The TruncatedRQ-iteration.

3. The Inexact TRQ lteration. If the cost of factoringd — uI is moderate, the TRQ
iteration provides a clean and efficient way of obtaining accurate approximations to interior
or clustered eigenvalues. Otherwise, we must resort to other means to solve the TRQ equa-
tion (2.7). A preconditioned iterative solver is a natural candidate. In the following, we
will present an algorithm based on the idea of incorporating an iterative solver in the TRQ
iteration, and analyze the convergence of this method.

We shall ask the question of whether the TRQ iteration will still provide accurate eigen-
value approximations if the accuracy of the solution to the TRQ equation is relaxed. If con-
vergence does occur in this inexact scheme, how fast can it be? To address these questions,
let us first examine the consequence of replacing the exact solutiomf (2.7) with some
approximationy, .
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The vectori,. can be computed by applying an iterative solver to
(3.2) (A — plw = Vs,

for somes # 0, followed by

(3.2) iy — (I-ViVilhw, o, « —.
|0+ ]

The orthogonalization and normalization guarantee that

VH, =0 and [|o, || =1
are satisfied. To continue the TRQ iteration, we shall compuateda such that
(3.3) (A—pl)oy = Vih +va

holds. However, the following lemma indicates that it is generally difficult to find a perfect
match for (3.3).

LEMMA 3.1. Suppose we sol8.1) by a Krylov subspace method with a zero starting
vector and no preconditioner to obtain an approximation|f o, = (I — V;,V;E)w # 0,
then

(A — pl)oy & spanVy,v}.

Proof. Recall thatl,, andv are generated by an Arnoldi process. Thus, if wevlebe
the first column ofl/,, then

Vi = Spar{vl, AUl, A2U1, ey Akil’l)l} andwv € Spar{vl, A’Ul,Az’Ul, cey Ak’l)l}.
It follows that
(3.4) Vies = p(A)vy,

for some polynomiap(\) of degree at most — 1. Applying a Krylov subspace solver to
(3.1) yields an approximate solution

w = q(A)Vgs,

whereg()) is another polynomial associated with the Krylov linear solver. It follows from
(3.4) thatw = q(A)p(A)vy. If we putyy(X) = ¢g(A)p(A), it follows from our assumption
that the degree of/(\) must be at leaskt for otherwisey(A)v, € spafVi}, ando, =

(I —ViVHw = 0. Now, letz = V;H (A — ul)w. SinceV}, spans & dimensional Krylov
subspace associated withandv,, the vectoi//; z can be expressed as

Viez = r(A)v,

for some polynomial(\) of degree at most — 1. Hence, if we let3 = ||(I — ViV, )w],
then

(A= pD)oy = (A = uI)(I = ViV w/B
— (4= un)jw =iz 9

= (A~ ) {wmm _ r(A)vl] /8
= ¢(A)’U1,
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whereg(\) = (A—p) [¥(A) — 7“(/\)} /B, a polynomial of degree of at least 1. Therefore,
we conclude that

’D+ ¢ Spar{vl, Avla ey Akvl} = Spar{vk, U}'

O

Consequently, the best one can hope for from (3.3) is a weak soliitjon derived from
(3.5) vH ((A — D)oy — Vih — u&> =0
(3.6) v ((A —pl)iy — Vih — vd) =0

or equivalently,
h=VHAs,, anda = v (A - ul)o,.

Due to the error remaining in (3.3), the truncated Hessenberg reduction (2.5) is now
inexact. We can express this inexact reduction by

Hy, — ply
Brei

Qv D

(3.7) (4= uDVie ) = (Vi) ( )+ sl

).

Recall from (3.5) and (3.6) thaf 2 = 0 andv® 2z = 0. If we now proceed by applying a
sequence of Given’s rotations from the right to (3.7) to annihilate the sub-diagonal elements
< Hy, — ply,

of
Bret ) ’

the residual error will be mixed into all columns &f. Consequently, the updated basis
vectors are no longer valid Arnoldi vectors. However, as we will show in the next section, the
first columnv™ of this updated basis satisfies

(3.8) (A = pl)of = privs + 26,

wherez is the residual error defined as

z2=(A—pl)og — (Vi,v) <

O >

Qv I

whereé is a product of sines associated with the aforementioned Given's rotations. This
observation reveals that an approximate inverse iteration remains in this inexact TRQ update.
The error associated with this inverse iteration is likely to be considerably smallef{tHan
due to the factod. Therefore, a simple remedy for correcting the contaminated Arnoldi basis
is to recompute an Arnoldi factorization from the very first column of the upd&iedAn
algorithm based on the above discussion is given in Figure 3.1.

Although this algorithm is similar to an explicitly restarted Arnoldi iteration with the
starting vector generated from solving

(A—phHw =v

iteratively, it offers the additional advantage of error damping which is absent in the latter
approach. Therefore, it is likely to be more effective than a simple explicit restart. We will
illustrate this point in Section 5.2 with a numerical example.
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Algorithm 3: (ITRQ) Inexact TRQ-iteration

Input: (A, Vi, Hy, fk) with AV}, = V. H;, + kaZ:, VkHVk =1,
H,, is upper Hessenberg.

Output: (Vk, Hk) such thatAVk = Vka, VkHVk =1 ande is
upper triangular.

1. PutBy = || fxll and puty = f /B
2.for j =1,2,3,... until convergence,
2.1. Select a shifj + p;;
2.2.Solve(I — Vy,VE)(A — pI)(I = Vi, VE)w = v approximately;
23.w + (I = ViV w, vy + w/||wl|;
24.h+ VHAv,, a v (A - pul)vy ;

Hy, — ply, h) (Rk 7'><Qk Q>
2.5. Factor = ;
< Brek o 0 »p oel v

2.6.v1 < Vka{IE1 + ’U+qH€1;
2.7. (Hk,Vk,v,Bk) — Arnoldi(A,vl);
3.end;

FIG. 3.1.Inexact TRQ iteration.

4. Convergence Analysis.This section focuses on analyzing the convergence of this
inexact TRQ scheme. In particular, we are interested in understanding the tradeoff between
the accuracy of the solution to the TRQ equation and the rate of convergence of each eigenpair
in TRQ. For a simple case in which Rayleigh quotient shifts are used throughout the TRQ
iteration, we establish the local linear convergence of the first Arnoldi basis vector to an
eigenvector ofA. The convergence factor depends|@||, the magnitude of the damped
residual error in (3.7), and the “gap” between two consecutive eigenvalues sought.

To begin the analysis, let us assume that an inexact Hessenberg reduction (3.7) has been
obtained, and — 1 rotationsQ?¥, Q¥ ,...Q%_,, each of the form

T i 0
(4.1) Q v Lol t=1

—0i i
0 I

have been applied to (3.7) from the right to annihilate the sub-diagonal elements of

Hk - qu }Nl
ﬁkeg Q )
The first two columns of the new matrix equation satisfy

(4.2) (A= pl)(vr,55) = (v1,02) < - ) +(0,25),

Where’lN)Z = (Vk,’l~)+)Q{{Q£‘, s ~Q£{_162, 0= 0102 -0f_1 ande = ||(A — ,LLI)U1|| Now,
let

€
T=e+ p?, O'k:B, and v, = —.
T T
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AppIying( %k ;’; >to (4.2) from the right yields

~ —0 ~ ~
@3 =Dl ) = ene) (70T ) (condz o),
Wherevf' = Ypv1 — o) Vs andﬁ; = opv1 + Y.
We will analyze the convergence of the inexact TRQ iteration by examining the norm of
ry = (A— pyI)vi, wherep, = (v)H Av™. We define the damped residual errcais

(4.4) v=|6z].
Note that
|6| = |oro -+ op—1| < 1.

This is because eaeh is a sine used to construct the Given'’s rotation in (4.1).

The following theorem asserts that if the inexact TRQ is converging to an isolated eigen-
value of A, r, must satisfy|r || < ¥ (u, v)||r]|, wherey(u, v) is uniformly bounded ifu is
sufficiently close to an isolated eigenvaluedfand ifv is not too large.

THEOREM4.1. Letr = (A — ul)v; andr, = (A — py)v)", wherev; andv; are as
defined in(4.3), andy, - are Rayleigh quotients of with respect ta, andv;™ respectively.

If eachA — uI is nonsingular, and. is convergent to a simple eigenvaluefthen

(4.5) 1l < ¢, v)lIrll,

where the magnitude of the functigndepends on: and the size of the damped error
defined in(4.4). LetV = (Vj, V,,—x) be unitary, wherd/, consists of Arnoldi basis vectors
generated by Step.7in Algorithm3. RepartitionV asV = (vy,V;,—1), and let

C =V AV, 1, and ¢ = ||(C — u)™"|7".

If v < ¢, then

(4.6) ()| < s + + ,

wheree = ||(A — p)vy || andn = v Av,. Furthermore, ifv < ¢/v/2, then

[, V)| < 1

holds asymptotically.
Proof. For clarity, we drop the subscripts @f and-;, in the following. Note that

re = (A—piD)of
= (A= pl)oy + (p — py)of
(4.7) = (—onvi + (p — p)vi” + (—26)0.

The last step of the above derivation used the relation

(A — pl)vf = vi(—oxn) — 6oxz,



ETNA

Kent State University
etna@mcs.kent.edu

48 Inexact TRQ

which appeared in the first column of (4.3). The distance betwegesndy may be estimated
as follows:

v )H Avf —

of) (A = ul)vf

v (—onu; — 260)

g — =
= (v
= (v
= (yv1 + o) ¥ (—onuv — 260)

(4.8) = —yon — a2G04 2.

The last equality follows from the fact thaf! = = 0 andv @, = 0.

We will transformr,. to VHr . before checklng its norm. (Sindé”V = I, ||ry|| =
IVHr,||.) Recall thatV = (v1,V,_1). Putp = V. 5, andz = V7 | 2. We will need the
following formulae to simplify the expression dei’Hr+

- 0
VA = VH(yu, — oty) = ( —771))’ and VHz = < 5 >

SinceVfz = 0 andv’z = 0, the firstk components of are zeros. Clearly|z|| = ||z]|.
Now, it follows from (4.7) and (4.8) that

VHr, = VH(A — p Do
= (—on)VHor + (= p )V — (60)V 2

_(_ 2/~H A Y _ 0
= (—on)e; + [’yan+a (03 z)0 ( —op > 0’( P >
_ 1—~? 2(~H _\a Y 0
—on) (1 ) reratae () -0 (4
=on (2 Vioaas( ) -o( )
= an ~op 0 (Uy )0 —op g 56 .
Itis easy to verify thallp|| = 1 sincep = V2 ,6,, V2 V,, | = I, 1 ando 6, = 1. Thus,

Il =1Vl =li-om (7 ) +o*@a (0 ) =a( )1

(4.9) < o?|n| + o*||26]| + ollzo |
(4.10) =o?|n| + v + ov.

Recall thatr is generated to annihilate the sub-diagonal element of
0 n
e p )’

€
< [=| and [e| = ||,
p

which appears in (4.2). Now, since

we conclude that

11 < (s 2)lIrl,
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where

len| | lelv | v
V(p,z)=—F +—5 +—.
ol

Clearly, the facton)(u, z) can be bounded uniformly i# is not too large, and ifp|
can be bounded away from zero. Of course, one would not know the sizemil £ — 1
rotations@1, @-, -.., Qr—1 have been applied. The following arguments provide gomior
lower bound forjp|. It asserts thap| can be bounded from belowiifis sufficiently small.

Recall from (4.3) that

(A= pl)vf = vi(=om) + (~026).

This is equivalent to

VH(A—,uI)VVva:VHvl(—my)—a< 0 ),

z0

0 ht 0 . —on
ee; C—pul —op )]~ \ —06% )’

whereh = vff AV,,_;. It follows that

or

(4.11) hfp =n, and
(4.12) pe; — (C — ul)p = —02.

Sincee] 2 = 0, it follows from (4.12) that

(C—/ﬂ)p=< r >

0z

wherez denotes the vector consisting of the last 2 components of. The assumption that
1 is convergent to a simple eigenvaluedtnsures that’ — uI is nonsingular. Thus

p=C-u (L),

Recall thapy = V,,_ 105 has unit length. Therefore,

1= lpll < (€ = pD) M IV p? + 62|12

or,

1
(413) 74” <V p2 + 2.

1(C = ul)

Clearly, to establish a lower bound pnone must prevent from getting too large.
Let¢ = 1/||(C — p) || It follows from the assumption that < ¢ and equation (4.13)
that

¢ =< or || >V iR
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Consequently, we have

(4.14) W) < =1 dv_, v

_Cz_’/2+<2_”2 \/m

As p becomes sufficiently close to the desired eigenvalue, we may ignore the effect of
the first two terms of (4.14), and focus on the dominating third term. It is easy to verify that
if

¢

V< —

\/i,

|4r(1, 2)| can be strictly bounded by 1. Monotonic convergence can be expected in thig case.

Remark 1. Note that the above convergence analysis is a local analysis. A global conver-
gence analysis can be substantially more complicated, and is beyond the scope of this paper.

Remark 2. The above analysis is valid when the TRQ equation is solved exactly. One
recovers the quadratic (or cubicAfis Hermitian) convergence rate of the Rayleigh quotient
iteration. To see this, we replace equations (4.7) and (4.8) with
r+ = (—on)ur,
Pt — o = —01).

and conclude from (4.10) that
sl = IV rel| = o®nl.

Sinceo = ¢/(e? + p?) ande = [|r||,

|| n
(4.15) lrill = —=—==IrlI* < | =|lIr|I”-

Ve:+ p? p

It follows from (4.12) thape; = (C — uI)p. Thus|p| is bounded below by/||(C' — uI)~1|],
and quadratic convergence follows from (4.15). Whens Hermitian, || = |hfp| <
IRlllpll = le] = |||, and the cubic convergence rate follows.

Remark 3. We should point out that the bound given by (4.14) is not tight. This is a conse-
guence of using the triangular inequality in (4.9). Thus in practice, the requireameng
may be relaxed.

Remark 4. For Hermitian problems; is approximately the gap between the eigenvalue to
which the inexact TRQ is converging to and the eigenvalue nearest to it. This quantity can
often be estimated by examinif)g— /1|, wherej is the eigenvalue off, that is nearest tp.

5. Numerical Examples. In this section, we will demonstrate the convergence of the
inexact TRQ by numerical examples. All computations shown in this section are performedin
MATLAB 5.1 on a SUN-Ultra2. Two iterative solvers MINRES [4] and GMRES [7] are used
in the following examples. Both solvers construct approximate solutions to a linear system
from a Krylov subspace. The MINRES algorithm is mainly used for solving symmetric
indefinite systems. Since it can be implemented by a short recurrence, only a few vectors need
to be stored. Ak-step GMRES algorithm requires an orthogonal basis kfdamensional
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Krylov subspace to be saved. To reduced the storage cost, the GMRES algorithm is often
restarted using the approximate solution obtained in the previous run as a starting guess.
We will use the notatiotMRES(k,m) to denote &-step GMRES with a maximum of
restarts. We set the convergence tolerance in both solvers 10 e We will also use
ITRQ(k,m) to denote an inexact TRQ iteration in whigheigenpairs are to be computed

and am-step Arnoldi factorization is maintained.

5.1. Example 1 - Linear Convergence.The validity of the analysis presented in Sec-
tion 4 is verified by a simple numerical example here. We choose the fariliax 100
tridiagonal matrix with 2 on the diagonal ardl on the sup- and sub-diagonal as the test
matrix. The gap between the first two smallest eigenvalugsdis2.9 x 10~3. To show the
local convergence rate, we choose the starting vegtof the initial Arnoldi factorization to
be

vg =2 +0.01-7,

wherez; is the eigenvector corresponding to the smallest eigenvaljeof A, andr is a
normally distributed random vector. We apyMRES(10,5) to (3.1) to obtain the vector

04 used in (3.3). The residual error associated with the equation (3.3) and the first sub-
diagonal elemeng; of the tridiagonal matrix are displayed in Table 5.1. Tlgl)-entry of

the matrix, denoted by, , is also listed there. As ITRQ converges, we expecttasee A,

V1 — 21, andﬂl = ||A’U1 — 041’1)1” — 0.

| iter. | Qa1 | ||Z|| | ﬁl |
1 [3.0244 x 103 - 78 %1077
2 | 96750x10%|19%x103| 7.3x10°°
3 | 96742x10%|25%x103 | 3.2x10°6
4 | 96744 x107* | 5.7x107* | 1.5x 107
5 | 9.6744x107* | 1.6 x 1073 | 6.7 x 10?
6 | 9.6744x107%|9.2x10"* | 3.2x 10710
7 1 96744x10%* | 1.3x10°% | 1.6 x 1011

TABLE 5.1
The convergence of inexact TRQ.

We observe from Column 4 that decreases monotonically in a linear fashion. This is
in agreement with the theory developed in Section 4 since the damped residual error of (3.3)
(Column 2 of Table 5.1 is less than the distance between the first two eigenvaldigs of

5.2. Example 2 - Compute several eigenvaluehe following example illustrates that
one can use the inexact TRQ iteration to compute more than one eigenpair. We also demon-
strate that ITRQ is superior to the seemingly equivalewnérse iteration with Wielandt de-
flation [8] (INVWD.) The matrix used in the example corresponds to a discretized linear
operator used in the stability analysis of the Brusselator wave model (BWM) [2]. Eigenval-
ues with the largest real parts are of interest. They help to determine the existence of stable
periodic solutions to the Brusselator wave equation as a parameter varies. The dimension of
the matrix is200 x 200. The 32 rightmost eigenvalues are plotted in Figure 5.1. We place the
target shift ab = 1.0, and usdTRQ(4,5) to find 4 eigenvalues closest4o The equation
(3.1) is solved byGMRES(10,5) . The residual norm of each approximate eigenpair is plot-
ted against FLOPS in Figure 5.2. We marked residual norm at each iteration with a circle, and
link these circles with solid (for ITRQ) or dotted lines (for INVWD) to show the convergence
history of both methods.
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The rightmost 32 eigenvalues of the BWM matrix
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imaginary axis
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real axis

FIG. 5.1.The 32 rightmost eigenvalues o2a0 x 200 BWM matrix.

residual norm

-10 I I I I I I I

10

flops 8

FiG. 5.2.The convergence history of ITRQ and INVWD.

It appears that the convergence of four approximate eigenpairs occurs sequentially, i.e.,
the residual of theg + 1st Ritz pair does not show significant decrease untijttieeigenpair
has been found. Since we have shown in Section 4 that an approximate inverse iteration
occurs in the inexact TRQ iteration, it will be interesting to compare the performance of
ITRQ with an accelerated inverse iteration combined with Schur-Wielandt deflation [6, pp.
117]. The INVWD algorithm computes one eigenpair at a time by an approximate inverse
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iteration in which the linear systefl — uI)w = v is solved by an iterative method. Instead
of continuing the inverse iteration with

- w v Av
v _— = —
w7~ oHy

we compute an Arnoldi factorization usingas the starting vector, and chodge v) from

the Ritz pairs associated with this factorization. This approach can also be viewed as a se-
quence of restarted Arnoldi iterations in which the starting vector is repeatedly enhanced by
an approximation inverse iteration. Once some eigenpairs have converged, we may apply
Schur-Wielandt deflation to expose the subsequent eigenpairs. We will refer the interested
reader to [8] for the detail of this algorithm. Unlike ITRQ, there is no error damping in
INVWD. The equation(A — ul)w = v must be solved rather accurately to guarantee the
convergence of the inverse iteration. In this example, weGISRES(20,5) . To make a

fair comparison, we usef&step Arnoldi factorization to accelerate the inverse iteration. We
observe from Figure 5.2 that, the residual curve corresponding to INVWD (dotted curve)
zig-zags around 1.0 and never shows significant decrease.

5.3. Example 3 - The Effect of Preconditioning.The previous two examples were
presented merely to illustrate that it is possible to combine an iterative solver with the TRQ
iteration. We should point out that in practice both problems can be solved with an exact
TRQ or a shifted and inverted Arnoldi iteration because matrices involved in both examples
can be efficiently factored.

As we mentioned before, the inexact TRQ is ideal for problems in which matrix factor-
ization is prohibitively expensive. The following example carries this characteristic. We will
show that, with the help of a good preconditioner, the speed of convergence of ITRQ can be
drastically improved. The matrid € R?56%256 ysed here arises from reactive scattering
calculation [5]. Its sparsity pattern is shown in Figure 5.3. Although the matrix itself has

0

50
100

150

A\

I I I
0 50 100 150 200 250

FI1G. 5.3.The sparsity pattern of the reactive scattering matrix.

only 6% non-zeros, a sparse factorization tends to fill up the entire matrix with non-zeros
regardless of the reordering scheme used.
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In this application, eigenvalues near zero are of interest. For clarity, we only show the
convergence of the first eigenvalue. The convergence pattern for other eigenvalues is similar
to this one. The solid curve in Figure 5.4 corresponds to the residual norm of the Ritz pair
obtained from running a preconditionEcRQ(4,5)

The equation (3.1) is solved by MINRES with a convergence tolerant@ of A max-
imum of 100 steps are allowed in MINRES. If MINRES does not converge in 100 steps, the
approximation generated at the 100th iteration is used to continue the inexact TRQ calcula-
tion. The preconditioner we used here is a matrix consisting of the dense diagonal blocks of
the original matrix.

Without a preconditionefTRQ(4,5) (the dash-dotted curve) performs well at the be-
ginning of the iteration wher — uI is relatively well conditioned. The convergence slows
down as the desired Ritz value gets close to the smallest eigenvalue. Even with the effect of
damping, the residual error remained in (3.8) is not small enough to produce a qualitatively
good starting vector for a subsequent Arnoldi factorization. With a good preconditioner, one
can reduce the residual norm of (3.8) to a level which, combined with the TRQ damping,
satisfies the conditions given in Theorem 4.1.

We also plotted, in Figure 5.4, the residual of the Ritz approximation obtained from an
implicitly restarted Lanczos calculatiolikL(1,29)  (the dotted curve) for comparison. (We
use the notatioftRL(k,m) to represent an IRL calculation in which the number of desired
eigenvalue is and the number of shifts applied during each restant.js We observe that
IRL converges at a much slower rate in comparison with the preconditioned ITRQ.

—_— preconditioned
— - no precondition
IRL

residual norm

8 I I I I I I I
0 1 2 3 4
flops x 10

3]
o
~
©

FIG. 5.4.Comparison of (preconditioned) ITRQ with IRL.

6. Conclusion. We have analyzed the convergence of an inexact TRQ iteration, and
showed that under some appropriate assumptions, the inexact TRQ iteration converges lin-
early with a small convergence factor. Our numerical examples confirmed our convergence
analysis, and indicated the importance of constructing a good preconditioner for the iterative
solver used in solving the TRQ equation.
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