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NUMERICAL STABILITY OF STRUCTURE-PRESERVING DIRECT SOLVERS
FOR CENTROSYMMETRIC LINEAR SYSTEMS∗

SARAH NATAJ†, CHEN GREIF‡, AND MANFRED TRUMMER§

Abstract. This paper analyzes direct solvers for centrosymmetric linear systems by applying structure-preserving
factorizations with a particular focus on assessing their stability. We build on existing algorithms and complement
the factorizations with equilibration and mixed-precision computations. The solvers are applied to linear systems
arising from spectral discretizations of partial differential equations, and the results demonstrate their effectiveness.
We evaluate the accumulation of roundoff errors during the computational process and their impact on the numerical
solution. The study demonstrates that errors originating from the factorization of the matrix and a modified substitution
propagate in a stable manner, establishing the direct solver’s robustness. Additionally, we provide insights into the
solver’s stability by proving a bound for the relative error.
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1. Introduction. A matrix A ∈ Rn×n is centrosymmetric if it is symmetric with respect
to its center, i.e., it satisfies the conditionAij = An−i+1,n−j+1 for all i, j. These matrices are
commonly observed in a variety of applications in computational science and engineering, such
as the numerical solution of partial differential equations (PDEs), signal processing, Markov
processes, and more [8, 11, 16]. Important cases of centrosymmetric matrices are symmetric
Toeplitz matrices and the discretization of the Laplacian by spectral collocation methods.
Numerical methods for solving problems involving such matrices have been explored in the
literature; see, for instance, [7, 14]. Centrosymmetric matrices can be considered in some
ways as related to a large family of structured matrices that include Hamiltonian, J-symmetric,
and persymmetric matrices [19, 20, 26].

Given the special structure of centrosymmetric matrices, substantial speedup and reduction
in storage requirements can be accomplished in comparison with general linear solvers.
Andrew [3] proposed to solve two linear systems of half the size each, cutting the storage by
half and the computational time to a quarter of the standard method. This important early
work of Andrew has been expanded in subsequent research, as detailed in [1, 10].

Structure-preserving factorizations aim to maintain properties of the original matrix. In
the case of centrosymmetric matrices, these factorizations ensure that the symmetry with
respect to the center is retained in the factors. Utilizing such factorizations may lead to more
efficient and robust algorithms. In applications such as signal processing, control theory, and
physics, preserving the structure in factorizations is potentially beneficial in ensuring that the
algorithms accurately reflect the underlying physical or theoretical models.
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Burnik [4] introduced a new factorization for a centrosymmetric matrix as a product of an
orthogonal matrix Q and a matrix X of a so-called double-cone structure, both centrosymmetric.
An analogous QX factorization was also proposed by Steele et al. [24] based on a similarity
transformation of the centrosymmetric matrix. In [14] we developed a structure-preserving
LU-type factorization for centrosymmetric matrices, which we called XY factorization or
double-cone factorization, where X and Y are centrosymmetric double-cone matrices. This
factorization is computed by using a similarity transformation of the centrosymmetric matrix.
We applied incomplete XY factorizations as preconditioners for iterative methods in solving
sparse linear systems arising in spectral discretization of some linear PDEs [14].

In this work, we investigate the numerical stability of a direct solver based on the XY
factorization of centrosymmetric matrices originally presented in [14]. There are relatively
few papers addressing the error analysis of numerical solutions for linear systems involving
centrosymmetric matrices. Lv and Zheng in [18] performed a perturbation analysis of the QX
factorization proposed by Burnik in [4].

In an effort to construct an efficient and robust solver, we apply equilibration and iterative
refinement with mixed-precision arithmetic and explore the suitability of these techniques to a
set of centrosymmetric and skew-centrosymmetric matrices arising from the important class
of spectral methods for the numerical solution of PDEs.

Our analysis is primarily focused on performing an error assessment to determine if errors
propagate stably through each step of the given algorithm, including matrix multiplications,
the factorization process, and a (modified) backward substitution, which will be discussed
later.

An outline of the remainder of this paper follows. In Section 2, we discuss some known
properties of centrosymmetric matrices and review the structure-preserving LU-type factoriza-
tion for centrosymmetric matrices and a direct solver based on this factorization. In Section 3,
equilibration and iterative refinement algorithms with mixed precision are presented. In Sec-
tion 4, we investigate the stability of the proposed direct solver based on structure-preserving
factorization for centrosymmetric linear systems. Section 5 offers some numerical experiments
that validate our claims. Finally, in Section 6, we draw conclusions.

2. Direct solver for centrosymmetric and skew-centrosymmetric linear systems. A
matrix A ∈ Rn×n is centrosymmetric if and only if JAJ = A, where J ∈ Rn×n is the flip
matrix, a matrix that has ones along the anti-diagonal and zero elsewhere. If JAJ = −A,
then A is called skew-centrosymmetric.

A key finding regarding centrosymmetric matrices is a special similarity transformation,
as demonstrated by Weaver [27]. Let A ∈ Rn×n be centrosymmetric and n = 2k. There exist
matrices A,C ∈ Rk×k such that

A =

[
A JCJ
C JAJ

]
.(2.1)

The matrix can be expressed by the similarity transformation

A = U
[
A+ JC 0

0 A− JC

]
UT , U =

1√
2

[
I I
J −J

]
,(2.2)

where I ∈ Rk×k represents the identity matrix. Here U is orthogonal, which means that the
spectrum of A consists of the union of the spectra of A± JC. A similar result is applicable
when n is odd: a square centrosymmetric matrix A of order n = 2k + 1 has the form

A =

A z JCJ
yT q yTJ
C Jz JAJ

 ,
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where A,C, J ∈ Rk×k, z, y ∈ Rk, and q is a constant. Then,

A = U

A+ JC
√

2z 0√
2yT q 0
0 0 A− JC

 UT , U =
1√
2

I 0 I

0
√

2 0
J 0 −J

 ,(2.3)

where I ∈ Rk×k is the identity matrix.
A skew-centrosymmetric matrix A of even or odd dimensions has, respectively, the form

A =

[
A −JCJ
C −JAJ

]
or A =

A z −JCJ
yT 0 −yTJ
C −Jz −JAJ

 .
If A is skew-centrosymmetric and of even dimension, then there is an orthogonal skew-
centrosymmetric matrix E such that EA is centrosymmetric, where

(2.4) E =

[
−I 0
0 I

]
.

This result cannot be extended to skew-centrosymmetric matrices of odd order [1].
The set Cn of n × n centrosymmetric matrices is an algebra: If A,B ∈ Cn and a ∈ R,

thenA+B, AB, aA ∈ Cn. IfA ∈ Cn, so isAT . IfA ∈ Cn is invertible, thenA−1 ∈ Cn, and
each diagonal block in (2.2) is invertible [13]. For various other properties of centrosymmetric
matrices, we refer to [2, 25, 27].

Let bac and dae denote the floor and ceiling of a real number a, respectively.
DEFINITION 2.1. Let n ≥ 3. For a given k, 1 ≤ k ≤ dn/2e − 1, consider the following

two-column sub-matrix of A = (aij) ∈ Rn×n:ak+1,k ak+1,n−k+1

...
...

an−k,k an−k,n−k+1

 .
The matrix A is called a vertical double-cone, or v-double-cone, if every two-column sub-
matrix of A has all zero entries for each 1 ≤ k ≤ dn/2e − 1.

DEFINITION 2.2. Let n ≥ 3. For a given k, 1 ≤ k ≤ dn/2e − 1, consider the following
two-row sub-matrix of A = (aij) ∈ Rn×n:[

ak,k+1 · · · ak,n−k
an−k+1,k+1 · · · an−k+1,n−k

]
.

The matrixA is called a horizontal double-cone, or h-double-cone, if every two-row sub-matrix
of A has all zero entries for each 1 ≤ k ≤ dn/2e − 1.

We call a matrix “double-cone” if it is either v-double-cone or h-double-cone. Note that
all 1× 1 and 2× 2 matrices are double-cone.

EXAMPLE 2.3.

A1 =


a11 a12 a13 a14 a15
0 a22 a23 a24 0
0 0 a33 0 0
0 a24 a23 a22 0
a15 a14 a13 a12 a11

 , A2 =


a11 0 0 0 a51
a21 a22 0 a42 a41
a31 a32 a33 a32 a31
a41 a42 0 a22 a21
a51 0 0 0 a11

 .
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Here, A1 represents a vertical double-cone (v-double cone) centrosymmetric matrix, and A2

represents a horizontal double-cone (h-double cone) centrosymmetric matrix.
For a nonsingular A ∈ Cn, with n even, each diagonal block in the similarity transfor-

mation (2.2) of A is nonsingular. Then there are permutation matrices P1 and P2, unit lower
triangular matrices L1 and L2, and nonsingular upper triangular matrices U1 and U2 such
that P1(A + JC) = L1U1 and P2(A − JC) = L2U2. Applying the LU factorization to
each diagonal block of (2.2) leads to a factorization of the form QA = XY, where Q is
centrosymmetric orthogonal given by

Q = U
[
P1 0
0 P2

]
UT(2.5)

and X and Y are centrosymmetric double-cone matrices,

X = U
[
L1 0
0 L2

]
UT , Y = U

[
U1 0
0 U2

]
UT .(2.6)

We call this factorization “double-cone factorization” or “XY factorization” of a centrosym-
metric matrix [14]. When dealing with an odd-sized matrix, a similar factorization applies.

Consider a nonsingular A ∈ Cn with n odd. Define m =
⌊
n/2

⌋
. Then, in (2.3) both

diagonal blocks are nonsingular, and there exist unit lower triangular matrices L1 and L2 and
nonsingular upper triangular matrices U1 and U2 such that

P1

[
A+ JC

√
2z√

2yT q

]
= L1U1 =

[
L̂1 0
`T 1

] [
Û1 u
0 ρ

]
, P2(A− JC) = L2U2,

where P1 and P2 are permutation matrices, L̂1 is unit lower triangular, Û1 is upper triangular,
` and u are vectors of length m, and ρ is a nonzero real number. Also, P1 can be written as

P1 =

[
P̂1 s
tT γ

]
, where P̂1 ∈ Rm×m, s and t are vectors of size m, and γ is zero or one. By

similar calculations as for the even case, we obtain QA = X Y , where Q is an orthogonal
centrosymmetric matrix given by

Q = U

[P̂1 s
tT γ

]
P2

 UT(2.7)

and X and Y are centrosymmetric double-cone matrices,

(2.8) X = U

[L̂1 0
`T 1

]
L2

 UT , Y = U

[Û1 u
0 ρ

]
U2

UT .
To solve the linear system Az = b, the first step is to solve Xw = b̃, with b̃ = Qb,

followed by solving Y z = w. These linear systems involve double-cone matrices and can
be efficiently solved using a modified backward substitution method as detailed in [4] and
outlined in Algorithms 1 and 2. Algorithm 3 presents a direct solver for n×n centrosymmetric
linear systems Az = b based on the XY factorization.

Notice that Q is not a permutation matrix; however, the action of Q on the vector b can be
executed using permutation matrices allowing the formation of b̃ without the need to store Q:

b̃ = Qb =
1

2

[
P1 + P2 (P1 − P2)J

J(P1 − P2) J(P1 + P2)J

] [
b1
b2

]
=

1

2

[
P1b1 + P2b2 + P1Jb1 − P2Jb2

JP1b1 − JP2b2 + JP1Jb1 + JP2Jb2

]
.

(2.9)
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Algorithm 1 Modified backward substitution for solving an h-double cone linear system
Xw = b, where X ∈ Cn.

1: Let w be a zero vector of size n and k = bn/2c.
2: For j = 1, . . . , k, p = j, and q = n− j + 1 solve[

xpp xpq
xqp xqq

] [
wp
wq

]
=

[
bp −

∑p−1
i=1 xpiwi −

∑n
i=q+1 xpiwi

bq −
∑p−1
i=1 xqiwi −

∑n
i=q+1 xqiwi

]
.

3: If n is odd, then set wk+1 =
(
b̂k+1 −

∑k−1
i=1 xpiwi −

∑n
i=k+1 xpiwi

)
/xk+1,k+1.

Algorithm 2 Modified backward substitution for solving an v-double cone linear system
Y z = w, where Y ∈ Cn.

1: Let z be a zero vector of size n and k = bn/2c.
2: If n is odd, then set zk+1 = wk+1/yk+1,k+1.
3: For j = 1, . . . , k, p = k − j + 1, and q = k + j solve[

ypp ypq
yqp yqq

] [
zp
zq

]
=

[
wp −

∑q−1
i=p+1 ypizi

wq −
∑q−1
i=p+1 yqizi

]
.

Algorithm 3 Direct solver based on the XY factorization for solving an n×n centrosymmetric
linear system Az = b.

1: Find a similarity transformation of A ∈ Cn of the form of (2.2) and (2.3).
2: Compute the LU factorization of the diagonal blocks in (2.2) and (2.3).
3: Form X and Y so that QA = XY using (2.5)–(2.6) and (2.7)–(2.8).
4: Set b̃ = Qb using (2.9), and solve Xw = b̃ using a modified backward substitution

(Algorithm 1).
5: Solve Y z = w using a modified backward substitution (Algorithm 2).

In order to solve Az = b, where A is skew-centrosymmetric, we multiply both side of the
equation by E given by (2.4) and solve Bz = b̄ using the double-cone factorization, where
B = EA is centrosymmetric and b̄ = Eb.

Using the double-cone factorization to solve a centrosymmetric system is asymptotically
four times faster than solving by a standard LU factorization. This is the same speed-up
as the approach suggested by Andrew in [2]. When the given matrix is symmetric positive
definite (SPD), Cholesky factorizations are used for the diagonal blocks of the similarity
transformation of the matrix in a manner similar to the nonsymmetric case, obtaining similar
gains. We call it the XXT factorization in this case.

3. Equilibration and iterative refinement with mixed precision. Equilibration [12] is
an effective way to improve the conditioning of linear systems. We use the row and column
equilibration algorithm by Knight et al. [17], which is known to preserve symmetry. Let
A ∈ Rn×n be a nonsingular matrix. Algorithm 4 computes nonsingular diagonal matrices
R and S such that B = RAS has the property that maxk |bik| = maxk |bki| = 1 for all
1 ≤ i ≤ n. This algorithm is linearly convergent and permutation invariant. Note that
matrices appearing in spectral methods are often extremely ill-conditioned. Our experiments
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in Section 5.3 demonstrate a significant reduction in the condition number when we apply
equilibration to spectral differentiation matrices.

Algorithm 4 Row and column equilibration of a matrix A ∈ Rn×n.
1: Let R = eye(n); S = eye(n); r = zeros(n, 1); s = zeros(n, 1).
2: while maxi |r(i)− 1| > tol or maxi |s(i)− 1| > tol
3: for i = 1 : n do
4: r(i) = ‖A(i, :)‖−1/2∞

5: s(i) = ‖A(:, i)‖−1/2∞
6: end for
7: R̃ = diag(r); S̃ = diag(s)
8: A = R̃A S̃
9: R = R̃ R

10: S = S S̃
11: end while

PROPOSITION 3.1. Algorithm 4 (equilibration) preserves centrosymmetry.
Proof. Assume A is centrosymmetric. In each step of the algorithm, the diagonal matrices

R̃ and S̃ are centrosymmetric, hence B = RAS is a product of centrosymmetic matrices.
Recall that the set of n × n centrosymmetric matrices forms an algebra [27]. Therefore,
B = RAS is indeed centrosymmetric.

Iterative refinement algorithms are widely used to improve the accuracy of the numerical
solution of linear systems. Carson and Higham [6] introduced a GMRES iterative refinement
algorithm (GMRES-IR) with mixed precision. The factors of the matrix are computed in low
precision. The algorithm then solves the correction equation with GMRES in high precision,
using the product of the factors as a preconditioner. Their analysis shows that GMRES-IR
with mixed precision can provide accurate solutions to systems with condition numbers of
magnitude u−1 and larger, where u is the unit machine roundoff. Their algorithm uses three
precisions plus the working precision. Let u be the working precision in which the matrix
A and vector b are stored, uf the precision in which the factorization of A is computed, ur
the precision in which the residual is calculated, and us the precision in which the correction
equation is solved. Usually ur ≤ u ≤ us ≤ uf . In Algorithm 5, we adapt GMRES-IR for
solving centrosymmetric systems by using the double-cone factorization and double-cone
solvers that were introduced in Section 2. Numerical results applying Algorithm 5 are given in
Section 5.3.

4. Error analysis for the direct solver. We now investigate the stability of the direct
solver based on XY factorizations for centrosymmetric matrices.

4.1. Preliminaries. Throughout this section, we use the following notation: For
A = (aij) ∈ Rm×n, define |A| = (|aij |). The matrix spectral, infinity, and Frobenius norms
are denoted by ‖A‖2, ‖A‖∞, and ‖A‖F , respectively. Additionally, define

‖A‖M := maxi,j |aij |.

This norm is not consistent; the best bound that holds for all A ∈ Rm×n and B ∈ Rn×p, is
‖AB‖M ≤ n‖A‖M‖B‖M . Also we have ‖A‖M ≤ ‖A‖∞ ≤ n‖A‖M , for all A ∈ Rm×n.
Let u be the unit roundoff. We consider a model of floating point arithmetic, where a single
basic operation yields a relative error δ bounded by u,

fl(x op y) = (1 + δ)(x op y), |δ| ≤ u, op ∈ {+,−,×,÷}.
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Algorithm 5 GMRES-IR adopted for double-cone factorization for a centrosymmetric system
Ax = b with A ∈ Cn and b ∈ Rn given in precision u.

1: Obtain S and R from Algorithm 4. Calculate Â = RAS and b̂ = Rb in precision u.
2: Compute a double-cone factorization Q̂Â = X̂Ŷ in precision uf .
3: Solve Ây0 = b̂ in precision uf using the X̂Ŷ factors and double-cone solvers. Store the

approximate solution x0 = Sy0 in precision u.
4: for i = 1 : imax do
5: Compute ri = b−Axi at precision ur and round ri to precision u.
6: Solve MAdi = Mri by GMRES in precision u, with M = SŶ −1X̂−1Q̂R, where

the matrix vector product in GMRES is computed in precision ur. Store di in
precision u.

7: Compute xi+1 = xi + di at precision u.
8: if converged then
9: return xi+1, quit

10: end if
11: end for

We follow Higham’s standard model of arithmetic [15, Section 2.4], which may not capture all
features that we expect in a floating point system.

LEMMA 4.1 ([15, Lemma 3.1]). If |δi| ≤ u, for i = 1, . . . k, where k is any positive
integer and ρ = ±1 and

(4.1) ku < 1,

then
∏k
i=1(1 + δi)

ρi = 1 + θk, where

|θk| ≤
ku

1− ku
=: γk.

Two useful properties of γk are given in the following lemma:
LEMMA 4.2 ([15, Lemma 3.3]). For any positive integers n,m, the following relations

hold:

γm + γn + γmγn ≤ γm+n,

cγn ≤ γcn, c ≥ 1.

We make the following assumptions about matrix operations [15]. If A,B ∈ Rn×n,
α ∈ R, then

fl(αA) = αA+ E, |E| ≤ u|αA|,
fl(A+B) = (A+B) + E, |E| ≤ u|A+B|,
fl(AB) = AB + E, |E| ≤ γn|A| |B|.

For a product of matrices, the corresponding norm-wise bounds are given by [15, Section 3.5]

‖E‖p ≤ c1(n)u‖A‖p‖B‖p +O(u2), p = 1,∞, F,M,(4.2)

where c1(n) denotes a constant depending polynomially on n. We also assume the LU
factorization is done in such a way that the computed L and U factors of A ∈ Rn×n, which
we denote by L̂ and Û , satisfy

L̂Û = A+ ∆A, |∆A| ≤ γn|L̂| |Û |.(4.3)
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Algorithms for computing the factorizations that satisfy these bounds can be found in [15,
Algorithm 9.2] and in [12, Algorithm 3.2.1]. The corresponding norm-wise bounds are

‖∆A‖p ≤ c2(n)u‖L̂‖p ‖Û‖p +O(u2), p = 1,∞, F,M,(4.4)

where c2(n) denotes a constant polynomially dependent on n.
The following theorem gives a bound for the backward error for the solution of general

linear systems using Gaussian elimination with partial pivoting (GEPP). Define the growth
factor of a matrix as

ρn =
maxi,j,k |a(k)ij |
maxi,j |aij |

,

where |a(k)ij |, k = 1, . . . , n − 1, are the elements that occur during the elimination. It can
be shown that ρn ≤ 2n−1 for partial pivoting. Also if A is diagonally dominant by rows or
columns, then ρn ≤ 2; see [15, Section 9.5].

THEOREM 4.3 ([28, Chapter 3, Section 25], [15, Section 9.3]). If GEPP is used to
produce a computed solution x̂ to Ax = b, then

(4.5) (A+ ∆A)x̂ = b, ‖∆A‖∞ ≤ n2γ3nρn‖A‖∞.

4.2. Roundoff error analysis for the modified backward substitution. Let us consider
Algorithms 1 and 2.

THEOREM 4.4. Let X be an n× n centrosymmetric h-double-cone matrix and b ∈ Rn.
Assume that (4.1), (4.3), and (4.5) hold, and k = bn/2c ≥ 112. If the solution ŵ to the linear
system Xw = b is computed using the modified backward substitution of Algorithm 1, then

(4.6) (X + ∆X)ŵ = b, ‖∆X‖M ≤ γ2k‖X‖M .

Proof. We consider Algorithm 1 for an h-double cone matrix of even order; the odd case
can be carried out in the same way. In step 2 of Algorithm 1, we need to solve a 2× 2 linear

symmetric centrosymmetric system. Let E =

[
xpp xpq
xqp xqq

]
. Note that in fact xpp = xqq and

xpq = xqp, given that E is symmetric centrosymmetric, but we will not take advantage of
these equalities here and use instead Theorem 4.3, which applies to general matrices. To that
end, using Lemma 4.1, the accumulated roundoff error in solving this linear system is

(
E + ∆E)

[
wp
wq

]
=

[
bp(1 + ε1)−

∑p−1
i=1 xpiwi(1 + θpi)−

∑n
i=q+1 xpiwi(1 + θ′pi)

bq(1 + ε2)−
∑p−1
i=1 xqiwi(1 + θqi)−

∑n
i=q+1 xqiwi(1 + θ′qi)

]
,

where |ε1|, |ε2| ≤ u, |θpi|, |θ′pi| ≤ γp−1, |θqi|, |θ′qi| ≤ γq−1, and where

∆E =

[
δepp δepq
δeqp δeqq

]
is the roundoff error matrix from solving the 2× 2 linear system by GEPP.

Notice that the growth factor of this matrix is ρ2 ≤ 2. Therefore, using (4.5) and the norm
properties ‖∆E‖M ≤ ‖∆E‖∞ ≤ 16γ6‖E‖M ,

|δepp| ≤ ‖∆E‖M ≤ 16γ6‖E‖M = 16γ6 max{|xpp|, |xpq|}.(4.7)
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Since E is symmetric centrosymmetric, the same bound holds for other entries of ∆E. Using
Lemma 4.1, we obtain[

(xpp + δepp)(1 + ηpp) (xpq + δepq)(1 + ηpq)
(xpq + δeqp)(1 + ηqp) (xpp + δeqq)(1 + ηqq)

] [
wp
wq

]
(4.8)

+

[∑p−1
i=1 xpiwi(1 + ηpi)−

∑n
i=q+1 xpiwi(1 + η′pi)∑p−1

i=1 xqiwi(1 + ηqi)−
∑n
i=q+1 xqiwi(1 + η′qi)

]
=

[
bp
bq

]
,

where

|ηpp|, |ηpq|, |ηqp|, |ηqq| ≤ γ1,(4.9)

and

|ηpi|, |η′pi| ≤ γp, |ηqi|, |η′qi| ≤ γq, i = 1, . . . , p− 1, q + 1, . . . , n.(4.10)

We write

(xpp + δepp)(1 + ηpp) = xpp + δepp + ηppxpp + δeppηpp =: xpp + δxpp,

and then a bound for |δxpp| is

|δxpp| ≤ |δepp|+ |ηpp||xpp|+ |δepp| |ηpp|.(4.11)

Let us consider the case where X is a 4× 4 centrosymmetric h-double-cone matrix. Assume
the computed solution is the exact solution of (X+∆X)w = b. Incorporating equations (4.7)–
(4.10) into (4.11), we have

|∆X| ≤


γ1|x11| 0 0 γ1|x14|
γ2|x21| γ1|x22| γ1|x23| γ2|x24|
γ2|x24| γ1|x23| γ1|x22| γ2|x21|
γ1|x41| 0 0 γ1|x11|


+ 16(γ6 + γ6γ1)×
max{|x11|, |x14|} 0 0 max{|x11|, |x14|}

0 max{|x22|, |x23|} max{|x22|, |x23|} 0
0 max{|x22|, |x23|} max{|x22|, |x23|} 0

max{|x11|, |x14|} 0 0 max{|x11|, |x14|}

.
Using Lemma 4.2,

‖∆X‖M ≤ (γ2 + 16γ6 + 16γ6γ1)‖X‖M ≤ (γ2 + 16(γ1 + γ6 + γ6γ1))‖X‖M
≤ (γ2 + 16γ7)‖X‖M ≤ (γ2 + γ112)‖X‖M .

This can be generalized to the n×n centrosymmetric h-double-cone case. If k = bn/2c ≥ 112,
then, as long as assumption (4.1) holds, we have

‖∆X‖M ≤ γ2k‖X‖M ,

which completes the proof.
The constant γ2k in this theorem is analogous to that of a triangular solver, which is γn [12].

A similar result holds for Algorithm 2.
THEOREM 4.5. Let Y be an n× n centrosymmetric v-double-cone matrix and w ∈ Rn.

Assume that (4.1), (4.3), and (4.5) hold, and k = bn/2c ≥ 112. If the solution ẑ to the linear
system Y z = w is computed using the modified backward substitution of Algorithm 2, then

(Y + ∆Y )ẑ = w, ‖∆Y ‖M ≤ γ2k‖Y ‖M .

Proof. The proof is similar to that of Theorem 4.4.
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4.3. Roundoff error analysis for the double-cone factorization. Next, we analyze the
double cone factorization of a centrosymmetric matrix. The goal is to calculate the cumulative
roundoff error and see if the constants in (4.2), (4.4), and (4.6) propagate stably into the final
error bound.

THEOREM 4.6. Under the assumptions (4.2) and (4.4), the X and Y factors of a cen-
trosymmetric matrix A ∈ Cn computed by (2.5) and (2.6) satisfy

X̂Ŷ = QA+ ∆A,

where

(4.12) ‖∆A‖M ≤ c(k)u
(
‖A‖M + ‖X̂‖M ‖Ŷ ‖M

)
+O(u2),

with c(k) a constant depending polynomially on k = bn/2c.
Proof. Given a centrosymmetric matrix A ∈ Cn, with n even, of block form (2.1),

consider Q,X , and Y given by (2.5) and (2.6) such that

A =

[
A JCJ
C JAJ

]
= QTXY.

Let B1 := A+ JC and B2 := A− JC be the diagonal blocks in the similarity transfor-
mation of A in (2.2). Then the computed B1 and B2 satisfy

B̂i = Bi + Ēi, ‖Ēi‖M ≤ u
(
‖A‖M + ‖C‖M

)
+O(u2), i = 1, 2.(4.13)

Next, assume the LU factorization is done in such a way that the computed LU factors of B1

and B2 satisfy

L̂iÛi = B̂i + F̄i, ‖F̄i‖M ≤ c2(k)u‖L̂i‖M ‖Ûi‖M +O(u2), i = 1, 2.(4.14)

Considering (4.13)–(4.14) we have

L̂iÛi = Bi + ∆Bi, i = 1, 2,(4.15)

where

‖∆Bi‖M ≤ u
(
‖A‖M + ‖C‖M + c2(k)‖L̂i‖M ‖Ûi‖M

)
+O(u2), i = 1, 2.

We assume

(4.16) Â = A+ ∆A,

where ∆A = F +G and F is the accumulated roundoff error from the previous steps and G
is the roundoff associated with multiplication and addition/subtraction. Then,

A = QTXY =
1

8

[
PT1 + PT2 (PT1 − PT2 )J

J(PT1 − PT2 ) J(PT1 + PT2 )J

]
·
[
L1 + L2 (L1 − L2)J

J(L1 − L2) J(L1 + L2)J

] [
U1 + U2 (U1 − U2)J

J(U1 − U2) J(U1 + U2)J

]
=

1

4

[
PT1 + PT2 (PT1 − PT2 )J

J(PT1 − PT2 ) J(PT1 + PT2 )J

] [
L1U1 + L2U2 L1U1J − L2U2J
JL1U1 − JL2U2 JL1U1J + JL2U2J

]
.
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Thus, A =
1

2
(PT1 L1U1 + PT2 L2U2). By adding (4.15), for i = 1, 2, and including the error

of adding and multiplying by a scalar, we obtain a bound for F , namely

‖F‖M ≤
1

2
u

(
2‖L̂1Û1‖M + 2‖L̂2Û2‖M

+ 2‖A‖M + 2‖C‖M

+ c2(k)‖L̂1‖M ‖Û1‖M + c2(k)‖L̂2‖M ‖Û2‖M
)

+O(u2)

≤ u
(
‖A‖M + (c2(k) + 2k)‖X̂‖M ‖Ŷ ‖M

)
+O(u2).

(4.17)

Notice that ‖L̂1Û1‖M ≤ k‖L̂1‖M‖Û1‖M , and by the definition of X̂ and Ŷ , we have

‖L̂1‖M , ‖L̂2‖M ≤ ‖X̂‖M and ‖Û1‖M , ‖Û2‖M ≤ ‖Ŷ ‖M , and also
‖A‖M , ‖C‖M ≤ ‖A‖M .

Next, we calculate the accumulated roundoff error resulting from multiplication and
addition/subtraction in (4.16). Consider the first term. Let

H1 := (L̂1 + L̂2)(Û1 + Û2) and H2 := (L̂1 − L̂2)J2(Û1 − Û2).

Then Ĥ1 = H1 + E1 and Ĥ2 = H2 + E2, where E1 and E2 are the errors of the product.
Applying (4.2) gives

‖E1‖M ≤ c1(k)u‖L̂1 + L̂2‖M ‖Û1 + Û2‖M +O(u2) ≤ c1(k)u‖X̂‖M‖Ŷ ‖M +O(u2),

‖E2‖M ≤ c1(k)u‖L̂1 − L̂2‖M ‖Û1 − Û2‖M +O(u2) ≤ c1(k)u‖X̂‖M‖Ŷ ‖M +O(u2).

Then,

H := (PT1 + PT2 )
(
(L̂1 + L̂2)(Û1 + Û2) + (L̂1 − L̂2)J2(Û1 − Û2)

)
= (PT1 + PT2 )(Ĥ1 + Ĥ2)

= (PT1 + PT2 )(H1 + E1 +H2 + E2 + E3) + E4,

(4.18)

where E3 is the error resulting from adding H1 and H2, satisfying

‖E3‖M ≤ c1(k)u‖PT1 + PT2 ‖M (‖H1‖M + ‖H2‖M ) +O(u2)

≤ 2c1(k)ku‖X̂‖M‖Ŷ ‖M +O(u2),

where we used the fact ‖PT1 + PT2 ‖M ≤ 2. Also, E4 is the error resulting from the product in
the second line of (4.18),

‖E4‖M ≤ c1(k)ku‖PT1 + PT2 ‖M (‖H1‖M + ‖H2‖M ) +O(u2)

≤ 2c1(k)k2u‖X̂‖M‖Ŷ ‖M +O(u2).

Notice that errors propagated by the product of (PT1 + PT2 ) and E1, E2, and E3 are of order
O(u2). Then the total roundoff error from calculating H is G1, where

‖G1‖M ≤ 2c1(k)k2u‖X̂‖M‖Ŷ ‖M +O(u2).
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Doing the same for the second term of equation (4.16), with the roundoff error G2, the total
error from multiplication and addition/subtraction is G = G1 +G2 +G3, and

‖G3‖M

≤ 1

8
(2u)

(
‖(PT1 + PT2 )

(
(L̂1 + L̂2)(Û1 + Û2) + (L̂1 − L̂2)J2(Û1 − Û2)

)
‖M

+ ‖(PT1 − PT2 )
(
(L̂1 − L̂2)(Û1 + Û2)J + (L̂1 + L̂2)J2(Û1 − Û2)J

)
‖M
)

≤ 2uk2‖X̂‖M‖Ŷ ‖M +O(u2).

Therefore,

‖G‖M ≤ (4c1(k)k + 2k2)u‖X̂‖M‖Ŷ ‖M +O(u2).(4.19)

Considering the bounds for F and G given by (4.17) and (4.19), we have

‖∆A‖M ≤ u
(
‖A‖M + c3(k)

(
‖X̂‖M ‖Ŷ ‖M

))
+O(u2),

where c3(k) = 4c1(k)k + c2(k) + 2k2 + 2k. In the same way, we can find bounds for the
three other blocks of A. Overall, we obtain the bound in (4.12).

4.4. Roundoff error analysis for Algorithm 3. We now perform a roundoff error
analysis for Algorithm 3 and derive a bound for the relative error.

THEOREM 4.7. Let A ∈ Cn, and suppose that Algorithm 3 produces computed matrices
X̂ , Ŷ , and a computed solution ẑ to Az = b. Then,

(A+ ∆A)ẑ = b, ‖∆A‖M ≤ d(k)u
(
‖A‖M + ‖X̂‖M ‖Ŷ ‖M

)
+O(u2),

where d(k) is a constant depending polynomially on k = bn/2c, where k is assumed to be
large enough while still satisfying the assumption (4.1).

Proof. The solution of the linear system Az = b can be computed by solving Xw = b̃,
where b̃ = Qb, followed by Y z = w. We calculate b̃ = Qb by using (2.9). Let b̂ = fl(b̃).
Then,

b̂ =
1

2

[
(P1b1 + P2b2 + P1Jb1 − P2Jb2)(1 + δ1)

(JP1b1 − JP2b2 + JP1Jb1 + JP2Jb2)(1 + δ2)

]
,

where |δ1|, |δ2| ≤ γ4. Thus, b̂ = (Q + ∆Q)b, where |∆Q| ≤ γ4|Q|, ‖∆Q‖2 ≤ γ4. By
Theorem 4.3, the modified substitution produces ŵ and ẑ satisfying

(X̂ + ∆X̂)ŵ = b̂, ‖∆X̂‖M ≤ γ2k‖X̂‖M ,
(Ŷ + ∆Ŷ )ẑ = ŵ, ‖∆Ŷ ‖M ≤ γ2k‖Ŷ ‖M ,

where k is assumed to be large enough while still satisfying (4.1). Therefore,

b̂ = (X̂ + ∆X̂)(Ŷ + ∆Ŷ )ẑ = (X̂Ŷ + X̂ ∆Ŷ + ∆X̂ Ŷ + ∆X̂ ∆Ŷ )ẑ.

Multiplying both sides by (Q+ ∆Q)−1,

(Q+ ∆Q)−1 b̂ = (Q+ ∆Q)−1(X̂Ŷ + X̂ ∆Ŷ + ∆X̂ Ŷ + ∆X̂ ∆Ŷ )ẑ,
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we thus have

b = (Q+ ∆Q)−1(X̂Ŷ + X̂ ∆Ŷ + ∆X̂ Ŷ + ∆X̂ ∆Ŷ )ẑ

=
(

(Q+ ∆Q)−1X̂Ŷ + F
)
ẑ,

(4.20)

where F := (Q+ ∆Q)−1
(
X̂ ∆Ŷ + ∆X̂ Ŷ + ∆X̂ ∆Ŷ

)
and

‖F‖M ≤ n‖(Q+ ∆Q)−1‖M
(
‖X̂ ∆Ŷ ‖M + ‖∆X̂ Ŷ ‖M + ‖∆X̂ ∆Ŷ ‖M

)
.

We have the following bound for the norm of (Q+ ∆Q)−1:

‖(Q+ ∆Q)−1‖M ≤ ‖(Q+ ∆Q)−1‖2 = ‖(I +QT∆Q)−1QT ‖2

≤ 1

1− ‖QT∆Q‖2
≤ 1

1− γ4
= 1 + γ4 +O(u2).

Therefore,

‖F‖M ≤ (1 + γ4 +O(u2))n2
(
2γ2k‖X̂‖M‖Ŷ ‖M + γ22k‖X̂‖M ‖Ŷ ‖M

)
≤ (2n2γ2k +O(u2))‖X̂‖M‖Ŷ ‖M .

(4.21)

Also notice that (Q+ ∆Q)A = QA+ ∆QA = X̂Ŷ + E + ∆QA, so

A = (Q+ ∆Q)−1X̂Ŷ + (Q+ ∆Q)−1(E + ∆QA) =: (Q+ ∆Q)−1X̂Ŷ +G,(4.22)

and by using Theorem 4.4 and under the assumption (4.1),

‖G‖M ≤ n‖(Q+ ∆Q)−1‖M (‖E‖M + n‖∆Q‖M ‖A‖M )

≤ n
(
1 + γ4 +O(u2)

)(
c(k)u

(
‖A‖M + ‖X̂‖M ‖Ŷ ‖M

)
+ nγ4‖A‖M

)
≤ c′(k)u

(
‖A‖M + ‖X̂‖M ‖Ŷ ‖M

)
+O(u2).

(4.23)

From (4.22) we have (Q+ ∆Q)−1X̂Ŷ = A−G, and we substitute this in (4.20) to get

b =
(
A−G+ F )ẑ =:

(
A+ ∆A

)
ẑ.

By (4.21) and (4.23),

‖∆A‖M ≤ d(k)u
(
‖A‖M + ‖X̂‖M ‖Ŷ ‖M

)
+O(u2).

where d(k) is a constant depending polynomially on k = bn/2c.
In Theorem 4.7, a roundoff error analysis was presented for Algorithm 3. Next, we derive

a bound for the relative error of the direct solver. Let ‖ ·‖p be a consistent matrix norm,
‖AB‖p ≤ ‖A‖p‖B‖p. Recall that the M -norm does not satisfy this inequality. Suppose
that Az = b and (A+ ∆A)ẑ = b+ ∆b. Then we apply the following well-known result in
perturbation theory to find a bound for the relative error [9, Section 2.2 ],

‖z − ẑ‖p
‖z‖p

≤ κp(A)

1− ‖A−1‖p ‖∆A‖p

(
‖∆A‖p
‖A‖p

+
‖∆b‖p
‖b‖p

)
,

assuming ‖A−1‖p‖∆A‖p < 1. Here κp(A) = ‖A‖p‖A−1‖p is the condition number of the
matrix A. We set ∆b = 0 in this inequality, and by employing Theorem 4.7 we establish the
following bound for the relative error for the approximate solution:
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COROLLARY 4.8. Given the assumptions of Theorem 4.7 and suppose also that
‖A−1‖∞‖∆A‖∞ ≤ c < 1. Then,

‖z − ẑ‖∞
‖z‖∞

≤ d′(k)uκ∞(A)

(
1 +
‖X̂‖∞ ‖Ŷ ‖∞
‖A‖∞

)
+O(u2),

where d′(k) is a constant depending polynomially on k = bn/2c.

5. Numerical results. In this section, we examine the performance of the proposed
algorithms for solving linear systems that arise in the spectral discretization of a set of linear
PDEs. Spectral methods [5, 23] are known to solve PDEs with spectral accuracy if the solution
is smooth. Compared to other methods, such as finite difference and finite element methods,
these methods require fewer degrees of freedom to achieve the same accuracy.

We have listed the PDEs used in this study in Table 5.1; additional details for the spectral
discretization can be found in [14]. To discretize the PDEs, we use the spectral collocation
method with either Chebyshev or Legendre Gauss-Lobatto nodes. This results in linear
systems that have a centrosymmetric structure. In some special cases, such as for Poisson and
Helmholtz equations with Robin boundary conditions, centrosymmetry is lost, but the matrix
is nearly centrosymmetric; specifically, it is centrosymmetric except along the diagonal.

5.1. Direct solvers with double-cone factorization. We now apply the direct solver to
the centrosymmetric spectral differentiation matrices of Table 5.1. To fully exploit the structure,
as described previously, we have written our own MATLAB code for the LU factorization, the
Cholesky factorization, backward substitution, and forward substitution. Before running the
solver, we apply equilibration (Algorithm 4) to improve the condition number of the matrix.

In Figure 5.1 we illustrate the effect of the equilibration. We (experimentally) observe
that the condition number of the equilibrated 1D Poisson discrete operator seems to decrease
from O(N4) to O(N2), where N is the number of collocation nodes. For the 1D biharmonic
operator, the condition number of the equilibrated matrix appears to be O(N4), whereas that
of the original matrix is O(N8). Thus, there seems to be a significant improvement in the
conditioning.
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FIG. 5.1. Condition number of equilibrated 1D second- (left) and fourth-order (right) Chebyshev spectral
differentiation matrices compared with the original matrices.

In Table 5.2 we present the relative error from using Algorithm 3 for centrosymmetric
linear systems arising from the Chebyshev collocation method for 2D and 3D Poisson, 2D
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TABLE 5.1
List of PDEs used for the numerical experiments.

name PDE structure

1DP 1D Poisson equation dense, centrosym
−u′′ = f, u = 0 on ∂Ω

2DP 2D Poisson equation sparse, centrosym
−∆u = f, u = 0 on ∂Ω

3DP 3D Poisson equation sparse, centrosym
−∆u = f, u = 0 on ∂Ω

2DPV 2D diffusion equation sparse, centrosym
−∇ · (a(x, y)∇u) = f, on ∂Ω depending on a(x, y)

2DPN 2D Neumann problem sparse, SPD, centrosym

−∆u+ u = f,
∂u

∂ν
= 0 on ∂Ω

2DPR 2D Poisson equation with Robin BC sparse, nearly centrosym

−∆u = f,
∂u

∂ν
+ a(x, y)u = 0 on ∂Ω depending on a(x, y)

1DS 1D Singular perturbation problem dense, nearly skew-centrosym.
−εuxx + ux = f on ∂Ω depending on ε

1DB 1D biharmonic equation dense, centrosym
u′′′′ = f, u = u′ = 0 on ∂Ω

2DB 2D biharmonic equation sparse+dense, centrosym

∆2u = f, u =
∂u

∂ν
= 0 on ∂Ω

2DBV 2D biharmonic with variable coefficient sparse+dense, centrosym

∆(a(x, y) ∆u) = f, u =
∂u

∂ν
= 0 on ∂Ω

2DH 2D Helmholtz equation sparse, centrosym
−(∆ + k2)u = f, u = 0 on ∂Ω

3DH 3D Helmholtz equation sparse, nearly centrosym

−(∆ + k2)u = f,
∂u

∂ν
+ a(x, y)u = 0 on ∂Ω depending on a(x, y)

diffusion, and 3D Helmholtz equations. For 2DP (in the notation used in the table), we
choose f such that u = sin(wπx) sin(wπy) is the exact solution of the PDE with homo-
geneous boundary conditions and w = 10. For 2DPV, we set the same exact solution with
a(x, y) = 1 + w2x2y2. In 3DP and 3DH we set f such that u = sin(wπx) sin(wπy) sin(wπz)
is the exact solution, where w = 3 is the wave number and k = w2 for 3DH. In Table 5.2, δXY
denotes the relative errors from solving the linear system Az = b using the XY factorization:

δXY =
‖z − ẑ‖∞
‖z‖∞

,

where ẑ is the computed solution.
In Table 5.3 we provide the results for SPD centrosymmetric linear systems arising from

symmetric Legendre collocation methods for the 2D Poisson equation (2DPSym) and a 2D
Neumann problem. Here we use the XXT factorization. For 2DPSym, we choose f such
that u = sin(wπx) sin(wπy) is the exact solution of the PDE with homogeneous boundary
conditions and w = 10. To maintain the symmetry and positive definiteness, we use a
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TABLE 5.2
The relative error using the XY solver for centrosymmetric linear systems arising from Chebyshev collocation

method for 2D and 3D Poisson (2DP, 3DP), 2D diffusion (2DPV), and 3D Helmholtz (3DH) equations.

PDE N size(A) κ(A) δXY

2DP 101 10000 4.13× 106 5.15× 10−14

2DPV 101 10000 1.21× 108 6.63× 10−14

3DP 26 15625 2.30× 104 2.06× 10−11

3DH 26 15625 1.65× 105 2.07× 10−11

quadrature formula with Legendre collocation nodes for the weak form of the PDE. Similarly
to 2DPSym, we discretize the problem with Neumann boundary conditions. We set f such that
u = (1− x2)2 cos(wπy) is the exact solution of the PDE with Neumann boundary condition,
where w = 10.

TABLE 5.3
The relative error using the XXT solver for SPD centrosymmetric linear systems arising from symmetric

Legendre collocation methods for 2D Poisson equation (2DPSym) and 2D Neumann problem (2DPN).

PDE N size(A) κ(A) δXXT

2DPSym 121 14400 4.44× 106 1.68× 10−13

2DPN 119 14400 1.01× 106 4.65× 10−10

5.2. Skew-centrosymmetric linear systems. Consider the singular perturbation problem

−εuxx + ux = f(x), in Ω = (−1, 1),

u = 0, on ∂Ω,
(5.1)

where ε is a small positive constant. This is an advection-dominated PDE, and it is particularly
difficult to numerically solve it if ε is very small. A boundary layer appears along the right-hand
side of the domain, whose thickness is tied to the magnitude of ε.

Let D and D2 represent the first and second-order spectral differentiation matrices. To
enforce homogeneous boundary conditions, we remove their first and last rows and columns
and denote the resulting matrices by [[D]] and [[D2]], respectively. Then, spectral discretization
leads to a linear system involving the matrix A1DS = −ε[[D2]] + [[D]]. A relatively large
value of N , the number of collocation nodes, is necessary in order to resolve the boundary
layer.

To assess the performance of a direct solver for a skew-centrosymmetric system, a spectral
discretization of (5.1) is considered, where ε is very small, so that the associated linear system
is nearly skew-centrosymmetric. Then the linear system is solved by the direct solver described
in Section 2. The results of applying XY direct solver are given in Table 5.4 for different
values of ε. In our numerical experiments, we set f such that u = (1 + x)(1− e(x−1)/

√
ε) is

the exact solution of the PDE with Dirichlet boundary conditions.

TABLE 5.4
The relative error using the XY solver for linear systems arising from using Chebyshev collocation methods for

the 1D singular perturbation problem (1DS).

ε size(A) κ(A) δXY

10−6 1200 3.27× 105 4.59× 10−12

10−7 1500 3.59× 105 6.12× 10−12
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5.3. Iterative refinement with mixed precision. We have implemented Algorithm 5 for
spectral collocation methods applied to the 1D and 2D biharmonic and 2D variable-coefficient
biharmonic equations with homogeneous boundary conditions. The corresponding matrices
are dense and ill-conditioned.

In Table 5.5 we present the result of applying Algorithm 5 when uf = single precision
and u = ur = double precision. We have computed the XY factorization in single precision
and the residual in double precision. We set the convergence criterion for the refinement
process in step 8 of Algorithm 5 as δ̂ ≤ tol, where

δ̂ =
‖b−A zi+1‖∞

‖A‖∞‖zi+1‖∞ + ‖b‖∞

is the norm-wise backward error; see [15, Theorem 7.1]. We set tol = nu in our experiments,
where n is the dimension of the matrix. The tolerance in GMRES in each iteration of the
refinement is set to be tolgmres = 10−2 and tolgmres = 10−4, respectively, for the single and
double precision X and Y factors.

For 1DB and 2DB we set f such that

u = 1 + cos(πx) and u = (1 + cos(πx))(1− 2y2 + y4)

are the exact solutions of the PDEs, respectively. For 2DBV we set f such that
u = sin2(πx) sin2(πy) is the exact solution of the PDE, where a(x, y) = 1 + kx2y2, and
k = 1000. This results in an ill-conditioned centrosymmetric linear system.

TABLE 5.5
The result of applying Algorithm 5 to different centrosymmetric matrices. The parameters nird and nirs denote

the number of iterations in the refinement using equilibration, where the X and Y factors are calculated in double and
single precision, respectively. δird and δirs denote the relative errors in Algorithm 5, where the X and Y factors are
calculated in double and single precision, respectively. δs denotes the relative error in the direct solver where the X
and Y factors are calculated in single precision.

A size(A) κ(A) κ(RAS) nird δird δs nirs δirs

1DB 20 7.82×106 8.05×103 1 1.99×10−14 2.00×10−5 2 7.09×10−14

1DB 22 1.61×107 1.16×104 1 7.32×10−14 1.59×10−4 2 4.27×10−14

2DB 324 3.06×106 8.21×103 1 3.74×10−14 3.52×10−5 2 3.46×10−14

2DB 400 6.74×106 1.22×104 1 6.64×10−14 9.24×10−5 2 1.22×10−13

2DBV 729 6.87×109 2.28×104 1 1.02×10−13 2.32×10−5 1 1.68×10−9

2DBV 900 1.48×1010 3.25×104 1 2.25×10−13 7.43×10−5 1 6.04×10−9

For 2DBV problems, the relative errors are larger than for the other examples, at approxi-
mately 10−9. The stopping criterion for the iterative refinement is nu ≈ 10−14 in this case,
and the relative error is expected to be bounded by the product of the condition number of the
equilibrated preconditioned matrix and the relative residual.

We note that we have also applied Algorithm 5 with the double-precision XY factorization
and observed that in this case, the refinement algorithm converges in one iteration for all cases.
Comparing this with the results in Table 5.5, we observe that for condition numbers up to
approximately 1010, Algorithm 5 with a single-precision factorization achieves the desired
convergence in almost the same number of iterations as using a double-precision factorization.

In Figure 5.2, the relative errors of Algorithm 5, where the X and Y factors are calculated
in double and single precision are compared. With an extra refinement step, the single precision
calculation yields a relative error similar to the double precision calculation.
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FIG. 5.2. Accuracy of Algorithm 5 compared with direct solvers using X and Y factors calculated in single and
double precision for 2D biharmonic.

6. Concluding remarks. The double-cone factorization [14] ensures that symmetry
with respect to the center is retained and yields an efficient and robust algorithm. As such, it
preserves structure while maintaining the computational cost and memory required to solve
the linear system. The bound we have derived for the relative error in solving centrosymmetric
linear systems shows the numerical stability of the factorization and the modified substitution.
Equilibration and mixed precision further improve the performance of the numerical solution
procedure in cases where the matrix is ill-conditioned.

Several interesting questions remain open for further exploration. One of them is how to
fully exploit the savings that arise from using the double-cone structure; each of the double-
cone factors requires only half of the storage of a dense matrix. Exploiting the double-cone
structure has potentially important implications also on the backward error, as it may allow for
structured perturbations, the advantages of which have been discussed in [21, 22], for example.

The numerical code to solve the problems described in this paper is available at:
http://tinyurl.com/2e2paedr
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