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ORDER CONDITIONS FOR NONLINEARLY PARTITIONED
RUNGE-KUTTA METHODS*
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Abstract. Recently, a new class of nonlinearly partitioned Runge—Kutta (NPRK) methods was proposed for
nonlinearly partitioned systems of autonomous ordinary differential equations y’ = F'(y,y). The target class of
problems are those in which different scales, stiffnesses, or physics are coupled in a nonlinear way, wherein the desired
partition cannot be written in a classical additive or component-wise fashion. Here we use a rooted-tree analysis to
derive full-order conditions for NPRK ;s methods, where M denotes the number of nonlinear partitions. Due to the
nonlinear coupling and thereby the mixed product differentials, it turns out that the standard node-colored rooted-
tree analysis used in analyzing ODE integrators does not naturally apply. Instead we develop a new edge-colored
rooted-tree framework to address the nonlinear coupling. The resulting order conditions are enumerated, are provided
directly for up to fourth order with M = 2 and third order with M = 3, and are related to existing order conditions
of additive and partitioned RK methods. We conclude with an example that shows how the nonlinear order conditions
can be used to obtain an embedded estimate of the state-dependent nonlinear coupling strength in a dynamical system.
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1. Introduction. Nonlinearly partitioned Runge—Kutta (NPRK) methods [5] are a newly
proposed family of time integrators for solving the partitioned initial value problem

(1.1) vy =F(y,y), y(to)=yo.

NPRK methods can treat each argument of F'(y, y) with a different level of implicitness and
may be interpreted as nonlinear generalizations of additive Runge—Kutta (ARK) methods [2,
11, 12]. An s-stage NPRK method for the partitioned initial value problem (1.1) is

Vi=yn+hY > aipF(Y;,Ye), i=1,...5s,
j=1k=1

Uni1 =Yn +h Y Y b F(Y;,Y5),

i=1j=1

(1.2)

where Y; are stage values, the rank-3 tensor a;;, takes the place of the classical Runge—Kutta
matrix a,;, and the matrix b;; replaces the classical weight vector b;. To motivate the definition
of the partitioned initial value problem (1.1), we first provide a simple motivating example
(for another example see Section 5, where we consider the Lotka—Volterra equation).
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EXAMPLE 1.1 (Viscous Burgers’ equation). To provide intuition for how partitioned
initial value problems can lead to more efficient methods, we consider the viscous Burgers’
equation with viscosity coefficient € > 0 given by

U = EUgy + Uy,
which, after spatial semi-discretization, takes the form
(1.3) u’ = eDu + diag(u)Au =: f(u),

where D and A denote the discrete diffusion and advection matrices, respectively. It is
instructive to consider three standard first-order methods for integrating (1.3):

Implicit: Upt1 = Uy + hf(unt1),
Rosenbrock: (I — hJp)(Wpy1 —uy,) = hf(uy,),
IMEX: U,t1 = U, + heDu, 41 + hdiag(u, ) Au,,

where .J,, denotes the Jacobian of f at u,,. The implicit method is of course stable independent
of e but requires a nonlinear solve. The stability and accuracy of the Rosenbrock method
are comparable to that of the implicit method, but it only requires a linear solve involving
the Jacobian [5]. The IMEX method requires only a linear solve; however, it reduces to the
explicit Euler method when the viscosity coefficient satisfies ¢ — 0, and therefore it can suffer
from stability issues for small €. In [5] we show how formulating (1.3) as a partitioned initial
value problem and subsequently applying an NPRK method can retain the advantages of each
of the above methods while eliminating their respective disadvantages. Namely, note that (1.3)
can be expressed as a partitioned initial value problem u’ = F'(u, u), where

F(u,v) = eDu + diag(v)Au.
A corresponding first-order NPRK method is given by

Upt1 = Up + hF(un+1a un)
=u, + heDu, 11 + diag(u,)Au,41.

Note that this method is linearly implicit for all € and provides the same accuracy and stability
as the implicit and Rosenbrock method while only requiring a linear solve at each step and
avoiding computing the Jacobian (for numerical results comparing these methods, see [5]).

The NPRK framework facilitates efficient integration of equations with stiff terms that can-
not be isolated additively or component-wise. Specifically, any unpartitioned system ¢’ = f(y)
can be converted into (1.1) by selecting a function F'(y, z) that satisfies f(y) = F(y,y); if
integrated with an IMEX-NPRK method (i.e., a;;; = 0 for j > 7 and k > 7), then implicit
solves are only required over the first argument of F', e.g., as discussed in Example 1.1. This
approach has been previously applied to solve a number of problems using the related, though
less general, family of semi-implicit integrators [3, 4, 16]. In [5], we had success applying
NPRK methods to nonlinear partitions of challenging thermal radiative transfer and radiation
hydrodynamics problems as studied in [15, 16], and we have ongoing work applying the
framework to other multiphysics systems.

In this paper, order conditions are derived for the NPRK method (1.2) and the more
general NPRK; method, described later in (2.4), that allows for M nonlinear partitions. We
derive the order conditions using edge-colored rooted trees that represent the elementary
differentials in the Taylor series expansion of (1.1). This work generalizes our previous results
from [5], which has only investigated order conditions for a simple subclass of NPRK methods
called sequentially-coupled methods.
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1.1. Main contribution. This paper is the first to analyze the full-order conditions
for the NPRK method (1.2) and the more general class of NPRK; methods (2.5). In our
previous work [5], we have only considered a simplified family of NPRK methods whose order
conditions are equivalent to those of ARK methods. In this work, we show that ARK order
conditions are insufficient for the general class of NPRK methods due to nonlinear coupling
terms between the arguments of a nonlinear partition.

We first review NPRK methods in Section 2. To derive order conditions for NPRK
methods, we introduce a new edge-colored rooted tree framework and use it to first derive
order conditions for two partitions in Section 3.2, Theorem 3.2, and then generalize this to
M -partitions in Section 3.3, Theorem 3.4. Full-order conditions for up to 5 partitions and
8th order are enumerated in Section 3.4. Interestingly, an NPRK; method has 1/M times
the number of order conditions of an ARK; method, which is due to the inherent tensorial
structure of an NPRK tableau. Furthermore, in Section 3.4, we present an algorithm for
computing NPRK order conditions, and explicit order conditions up to fourth order for M = 2
and third order for M = 3 are provided in Appendix A.

NPRK methods and the underlying order conditions are then related to ARK and PRK
methods in Section 4. By relating NPRK order conditions to ARK order conditions, we show
that NPRK order conditions contain new order conditions corresponding to nonlinear couplings
that vanish when considering additive partitions. As an application of these nonlinear order
conditions, in Section 5, we show through an example how to obtain an embedded estimate
for the nonlinear coupling strength in a system. The code for all of the numerical results
obtained in the paper, including numerical and symbolic implementations of the NPRK order
conditions, as well as for the numerical example is available at [17].

2. Nonlinearly partitioned Runge-Kutta methods. We introduce several definitions
and properties of NPRK methods (1.2) that are relevant for determining and analyzing order
conditions.

2.1. Nonlinear partitions. Consider an ordinary differential equation (ODE) ¢ = f(y)
on a vector space X, specified by a vector field f : X — X. We say that a mapping
F: X x X — X is anonlinear partition of f : X — X if

F(y,y) = f(y) forally € X.

Nonlinear partitions for a given f(y) are not unique, and different choices will affect the
stability, accuracy, and computational efficiency of an NPRK method. For example, even a
simple scalar function like f(y) = y? can be nonlinearly partitioned into an infinite number of
ways: F(u,v) = uPv?~P, p € R, is one such example.

2.2. The underlying RK and ARK integration methods. For certain nonlinear parti-
tions, the NPRK methods (1.2) reduce to simpler RK families.

DEFINITION 2.1. A classical RK integrator (a;;, b;, ¢;) is an underlying RK method of
an NPRK integrator if (1.2) reduces to the Runge—Kutta method corresponding to (a;j,b;, ¢;)
when the function F(x,y) depends only on x or only on y.

If F(u,v) = f(u), then (1.2) reduces to the classical RK method

@0 o = Za”, b = wa, 1 Za{1}~

Similarly, if F'(u,v) = f(v), then (1.2) reduces to

2.2) az{,?} = Za”k’ bJ{Q} = Z bij, 02{2} = Zai{s} = cl{l}.
7j=1 =1

k=1
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If the NPRK method (1.2) is applied to a nonlinear partition with additive structure
(2.3) F(u,v) = FU3 (u) + F12 (v),

then it reduces to an ARK method [11], which we call the underlying ARK method.
DEFINITION 2.2. The underlying ARK method of (1.2) is

Yo=yo+h Y [af P FO(E) +af P ()]

j=1

(2.4) )
g1 =+ Y [BETFO ) + 8P FB ()]

i=1

whose coefficients are defined in (2.1) and (2.2).

Since NPRK methods maintain their order-of-accuracy for all nonlinear partitions, it
follows that an order-g accurate NPRK method must have underlying methods (RK and ARK)
that are also order-q accurate. In Section 3, we will distinguish the resulting RK and ARK
order conditions from those that are due to a nonlinear coupling between the arguments of a
nonlinear partition.

2.3. Generality of ARK and NPRK. NPRK methods generalize ARK methods in the
sense that they allow for nonlinearly partitioned right-hand sides (1.1) but reduce to their
underlying ARK method (2.4) on additively partitioned right-hand sides. We briefly discuss
the generality of these two method families.

e NPRK to ARK. The NPRK family only contains ARK methods with shared abscissa
cz{l} = cé{z} . An ARK method with differing abscissa cannot be an underlying
ARK method because the abscissa of all underlying ARK methods are all formed by
summing over the same indices of the tensor a;;:

c;‘{l} =2, (Xkaije) = Xk (ZJ aijk) = 62{2}'

e ARK to NPRK. Given any ARK method M with tableaux (a{},p{1} c{1}),
(a2}, (2}, ¢(2}), shared abscissa ¢!} = ¢!*, and s > 1 stages. It is then pos-
sible to construct a family of NPRK methods with M as their underlying ARK
method. This restriction imposes 252 conditions on the tensor a;;r, and 2s conditions
on the matrix b;, leading to a total of (s* — 2s?) free parameters in a;;;; and s? — 2s
free parameters in b;;.

2.4. M -nonlinearly partitioned Runge—Kutta methods. The NPRK framework triv-
ially generalizes to the M-component nonlinearly partitioned equation y' = F(y,...,y),
where F' has M arguments. The ansatz for an s-stage NPRK; method is

Y, = Yn + h Z ai:jl,u-’jMF(Yjw‘ e 7ij)7 i=1,...,s

(2.5) J1se-im=1
Ynt1 =Yn +h Z bjlw-JMF(ij s 73/}1»1)7
J1se-im=1

where the tensors a and b are now of rank M + 1 and M, respectively. The method (2.5)
nonlinearly combines M underlying RK methods and reduces to an ARK; method [11] when
applied to an additively partitioned system F'(Y7,...,Yy) = iwzl FH(Yy).
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3. NPRK order conditions. In this section we present order conditions for the NPRK
method (1.2) and the more general NPRK ), method (2.5). We begin by computing third-
order NPRK conditions via Taylor expansions and then introduce edge-color rooted trees for
determining order conditions for NPRK; methods.

3.1. Order conditions from Taylor series. The most direct approach for deriving order
conditions is to compare successive terms in the Taylor expansion of the exact solution to those
of an NPRK method. In doing so, we will also see that the derivatives and order conditions are
related to rooted trees with colored edges.

Let y(¢) denote the exact solution to the initial-value problem (1.1). In order to expand
y(to + h) into a Taylor series at to, we first compute the derivatives of y up to third order,

Y = F(y,y),
y" = DiF(y,y)y" + D2F(y,y)y,
y" = DuF(y, )y, 91+ 2D12F(y, )y, v'] + Da2F(y,9) [y, ¥']
+ D1 F(y,y)D1F(y,y)y' + D1F(y,y)D2F (y, )y’
+ Do F(y,y)D1F(y,y)y + D2F (y,y)D2F (y,y)y'.

Here, D;F(y1,v2) : X — X denotes the derivative of F' at (y1,%2) with respect to the i
argument, which is a linear mapping whose action on z € X we simply write as D, F' (y1, y2)z.
Similarly, D;; F(y1,y2) : X x X — X denotes the second derivative of F" at (y1,y2) with
respect to the j® and then the i argument, which is a bilinear mapping whose action on
u,v € X we write as D;; F'(y1, y2)[u, v]. Note that in the above identity, any instance of y’
appearing on the right-hand side can be replaced with F'(y, y).

For brevity, throughout this section, unless the argument of F’ or its derivatives are written
explicitly, we will assume that they are evaluated at (yo, yo). Thus, the Taylor expansion of
y(to + h) at tg is given by

2

h h?
y(to + h) = y(to) + hy'(to) + ?y”(to) + gym(ﬁO) +O(h*)
2

h
= yo+hF + 5 (DlFF + DQFF)

h3
+ 37 [DHF[F, F] + 2Dy F[F,F] + Dy F[F,F|+ D,FD,FF

+ DyFDyFF + DyFDyFF + DyFDyFF| 4 O(hY).

Each summand in the derivatives (e.g., D1 F'F or D15 F[F, F) is called an elementary differ-
ential. We can find a pattern in the elementary differentials using edge-colored rooted trees, as
shown in Table 3.1; we formalize this relationship in Section 3.2. For the moment, we simply
remark that: (1) each factor in an elementary differential corresponds to a node, (2) the order
of the derivatives (1 for D; and 2 for D;;) determines the number of outward edges, and (3)
the edge color depends on whether differentiation is conducted with respect to the first or the
second argument.
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TABLE 3.1
Derivatives of y up to order 3 and the associated edge-colored rooted trees. The notation F; and I j, respectively,
abbreviates D; F' and D;; F. Thin dashed edges represent differentiation with respect to the first argument, while
thick solid edges represent differentiation with respect to the second argument. Note that the third-order trees for
F12[F, F] and F21|F, F| lead to a single-order condition.

Order 1 Order 2 Order 3
“': “/ \: v
' l Fy1[F, F] Fy5[F, F) F5q[F, F] Fas[F, F)
. ‘ . )
F Fi[F]  F:[F] ¢ l I l
H H
P[P [F]]  Fi[F2(F]]  FAR[F])]  F2[F:[F])]

Next we expand the numerical solution obtained by applying one step of (1.2). A direct
calculation yields

Y1 ="Yo + hz bijF +h? Z bijailelFF +h? Z bijajlegFF
ij ijkl ijkl
+8% Y bijaikiaruw DIFDVFF +h* > bijaikan Dy FDyFF
ijkluv ijkluv
+h3 Z bijajklakaQFDlFF +h3 Z bijajklalu,UDgFDgFF

ijkluv ijkluv

h3 h3
+5 > bijtimiaiw D FIF, F] + 5 > bijairia;un2D12F[F, F]

ijkluv ijkluv

h3
+ 5 Z bij k10 00 Doz F[F, F] + O(h?).

ijkluv

Comparing the above expansions of y(¢o + h) and y; yields the order conditions up to order 3
in Table 3.2.

3.2. Order conditions via edge-colored rooted trees. The starting point for a systematic
derivation of NPRK order conditions is to observe that for y' = F(y,y), the total time
derivative is given by

d
—()=D1()-F+Dsy()-F,
dt
where - F' denotes the insertion of F' into the multilinear operator obtained after differentiation.

Based on this observation, we can represent the derivatives of y via edge-colored rooted
trees. Every edge in a tree has one of two colors, which we represent graphically as dashed or
solid, corresponding to differentiation with respect to the first or second argument, respectively,
ie.,

Di() =%, Ds()=

Letting F' = o, we can differentiate by grafting onto a rooted tree a dashed edge connected to
anode and a solid edge connected to a node,

Di() F=r, DQ()-F:].
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TABLE 3.2
The order conditions are ®(1) = 1/~(). The horizontal dashed lines separate conditions of orders 1, 2,
and 3. The order conditions consist of the well-known ARK order conditions, along with two additional conditions
corresponding to a nonlinear coupling between the arguments of F'.

Tree | Elementary | Elementary ®(7) in terms of ~(7)
T Differential | Weight ®(7) (2.1),(2.2)
° F Ez; bl] Z b{l} 21 b;{Z} 1
1
I P [F] > ik bij@in =3 bi{ Ye, 2
1 Fy[F] D ijrt bijaj =0 2
1
Yo PulRF] | S batimtan = 0 e 3
."l F12 [F, F} Eijkluv bijaiklajuv n.a. 3
V Fo[F, F] Eijkluv bijajkijue =2, bz{2}cici 3
M
) 1} {1
C | BIRFD | Sy byomane =S50 e |6
I 1} {2
i RBIF) | o biaimann = ;0 al e, 6
*
2} {2
I By [F]] Eijkluv bijajriarun = Zij b;'{ }ai{j }Cj 6
I By [B[F]] Zijkluv bijajriaiue = Eij bz{Q}az{f}Cj 6

For example, the derivatives of y up to third order are given by

y=F=e,
L]
:DlFF+D2FF::+I,
é
? ?
y///: ; I +
é b
~~

=D,FD,FF —DgFDlFF —DlFDgFF —DZFDZFF
[ ]
+ \ +
—DuF[FF] —D21FFF] —D12F[FF] —ngF[FF

Given such an edge-colored tree 7, we denote by F(7)(y) the corresponding elementary
differential obtained by differentiation and insertion of F' as described above, e.g.,

F (o) (y) = F(y,y),
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F <’> (y) = D1F(y,y)F(y,y).
é

Observe that, by symmetry of partial differentiation, the trees

e / \ L4
[y ’
. Y 4
Y ’
~—— ——

=Dy, F[F,F] =D,,F[F,F)

have the same elementary differential. We also have the usual internal symmetries of rooted
trees. We define such trees to be equivalent and introduce a symmetry factor «(7) counting
the elements of the equivalence class of such trees, e.g.,

. ( /) o,

To be more precise, we introduce a recursive definition of edge-colored rooted trees,
defining such a tree in terms of its children. Let 7 be an edge-colored rooted tree, and let the

order |7| be the number of its nodes. Let 74, ..., 7,, be the trees obtained by removing the
root node and the edges connecting these trees to the root node. Let the edges connecting the
root node of 7 to 71, . .., Ty, have colors aq, . .., a,, € {1,2}, respectively. Then, we express

the tree 7 as

T = [Tl‘a17 Tt 7Tm|a7n]'

The elementary differential of 7 can then be defined recursively as

F (o) (y) = F(y,y),
F(1)(Y) = Day..ap F, YIF (1)), - -, F(rm) ()] for 7 = [T1lay, 5 Tmlan];

where D, q, F(y,y) : X x -+ x X — X denotes the m-multilinear mapping given by
the m™ derivative of F'(y,y) with respect to its ay, ..., a,, arguments (for a discussion of
higher-order derivatives as multilinear maps, see [6]).

The symmetry factor «(7) can be understood from the symmetry of the multilinear
operator Dy, ., F'. Indetermining order conditions, we only want to consider independent
elementary differentials, so we only wish to sum over distinct trees corresponding to different
elementary differentials. The symmetry factor can be computed recursively as « (8) = 1 and

1
TR

|71, -5 |Tm

o) = (177 ) el ate)

where 7 = [T1|a;, - -+, Tm|a,,) and g1, ..., ;. count the number of mutually equal trees with
the same root edge-coloring 714y, - - - » T |a,, » Whose representatives we index as {1, ..., jm }.
To see this, we consider labeling each non-root node with a number 1,...,|7| — 1; the
multinomial coefficient gives the number of possible partitions of 1, ..., |7| — 1 to the trees
T1,...,Tm. For each tree 7;, there are «(7;) ways of assigning these labels. Finally, we
divide by p;!--- ;! since permutations of equal trees with the same root edge-coloring
T1lays -« - s Tm|a,, do not change the labeling. This is derived in [1], with the slight modification
that, in our case, a recursively defined edge-colored rooted tree 7 = [T1 4, - - - , Tim|a,, | keeps
track of the root edge labelings, so we appropriately modify the definition of the counting
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factors fi1, ..., it4,,. Throughout, when we sum over trees of order ¢, we understand that we
are summing over equivalence classes of trees of order ¢, denoted as |7| = ¢. In other words,
a sum over non-identified trees of order ¢ can be expressed as a sum over equivalence classes
of trees of order ¢ by introducing the symmetry factor «, i.e.,

Sy =>aln)(...),

non-identified |T]=¢
trees of order ¢
given that the summand (...) is invariant on the equivalence classes. In particular, the
elementary differentials are invariant on equivalence classes, due to the symmetry of the
multilinear operator Dy, ,, F'.
Then, we have that the ¢ derivative can be expressed as a sum over edge-colored trees of
order q.
PROPOSITION 3.1. For the exact solution y(t), its ¢™ derivative is given by

dq

1 —
3.1 o

= > a(n)F(7)(yo)-

to
I7|=q

Note that the stages can be viewed as functions of h, Y; = Y;(h), implicitly defined by (1.2).
Now, we define the following function of h, g;;(h) := hF(Y;(h),Y;(h)). By the Leibniz rule
(see [9, Sect. II.1.1, Eq. (1.8)]), we have

d4q da—1

F(Y:,Y5)

3.2 —— Qi =q— .
(3-2) dna 99— = Ygna—T h=0

The factor of ¢ appearing on the right-hand side of (3.2) will produce additional integer factors
in the Taylor expansion of the numerical solution at & = 0. To account for these additional
integer factors, noting that ¢ = |7|, we define the density of a tree y(7) as the product of the
order of T with all orders of trees that appear if roots are successively removed, i.e.,

v(8) =1,
V(1) = |7lv(T1) - -y (7o),

where 7 = [T1ays - - - Tl an, )-

Furthermore, the above formula (3.2) allows us to inductively construct the elementary
weights associated to a tree. To construct the elementary weights, we first note that (3.2)
provides an expression for the derivative of the internal stages of an NPRK method (1.2):

d? dit

TaYi= q%jam—dhq_lF(Yk,m Y
which is seen by taking the g™ derivative of (1.2) at h = 0 and substituting (3.2). We associate
to F'(Yy,Y;) a multi-indexed node e . Differentiation of F'(Y},Y;) with respect to the
first argument produces a factor ) = aruo(...) (here ... denotes differentials evaluated at
(Y, Yy,)) and similarly > ay.(. . .) for the second argument. Letting a tree 7 have root
labeled ij, we define the indexed elementary weight ¢;;(7) as follows: label the remaining
nodes in the tree with a multi-index; between a pair of nodes labeled k! below and uv above,
if they are connected by a dashed edge, we obtain a factor ag,, and similarly a;,, for a
solid edge; once we have traversed through all non-rooted nodes in the tree, we sum over
the non-rooted indices. That is, differentiation with respect to the first argument produces a
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factor ay,,,, where the first index k corresponds to the first component of the multi-index of
the lower node, and differentiation with respect to the second argument produces a factor a;y,,
where the first index [ corresponds to the second component of the multi-index of the lower
node. For example,

Quv
kle uv 1
Pij ‘\/ = Z Wikl Qjyv bij . ki = Z Gkl Gy
K Z] kluv ] kluv
ij

(note: the multi-indices k! and uv in the arguments of ¢;; above are dummy indices only shown
for conceptual clarity). The preceding discussion produces a formula for the ¢ derivative of
9ij at h = 0,

dq

anadii = Z a(T)y(T) i (1) F(T)(yo)-

[T1=q

h=0

This yields a formula for the ¢ derivative of y; = 3o + Do y bijgij at h =0,

G- ¥l = le_q““”(” 2 bt F(7) )

We define the elementary weight of a tree as ®(7) = . bi;j¢;;(7). Comparing equa-
tions (3.1) and (3.3), we obtain the order conditions for an NPRK method:
THEOREM 3.2 (NPRK order conditions). An NPRK method has order p if and only if

Sor all trees T such that |T| < p.

Proof. From the above discussion, we have already proven the “if" direction, so it remains
to prove the “only if" direction. As is standard (e.g., see [10, Sect. I1.2, Thm. 2.13]), it suffices
to show that the elementary differentials are independent. To show that they are independent, it
suffices to show that for every tree 7 (more precisely, for the equivalence class corresponding
to 7), there exists a partitioned ODE ¢’ = F(y,y) on R*. for some k, with initial condition
y(0) such that

(3.4 Fr(1)(y(0)) =1,
where F(7)(y(0)) denotes the k™ component of F(7)(y(0)), and that
Fr(o)(y(0)) =0

for all other trees o # 7. We adapt the proof of the analogous result for Runge—Kutta methods
(see [10, Sect. I1.2, Thm. 2.13 and Exercise 4]) to account for edge coloring.

For a tree of order ¢, we define an ODE on RY 5 y = (y1,...,¥y,) With zero initial
condition y(0) = (0,...,0) as follows: For the tree @ of order 1, we define the ODE to be
simply y; = 1. Let 7 be a tree of order g, expressed in recursive form

T = [Tq—l‘an s ’Tq_m|am,}7
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where of course the number of children m is less than . We define the ODE to be ' = f(y),
where the ¢ component of f is

(3.5) F@q =1 var
k=1

Let A; be the set of all indices j € {1,...,m} such that a; = 1, and similarly let A5 be the
set of all indices j € {1,...,m} such that a; = 2. Then, define the ¢ component of the
partition, corresponding to (3.5), to be

F‘I(xay) = H Tg—k H Yq—k-

k€A k€As

Now, recall that the elementary differential at y(0) = 0 is given in recursive form as
F(1)(0) = Day ..., F'(0,0)[F(74-1)(0), - .-, F(7g-m ) (0)]-

Let us denote by [Da,. a, F(0,0)]5 ;  the components of the multi-linear operator
D, ...a,,F(0,0). Then the only non-zero component is

[Da, ...a,, F(0,0)])2 -1

q—1,....q—m

by construction. Now, we finish by induction. Assume that (3.4) holds for all £ < ¢. Then

Fom)0) = > [Darean FO0), 5 [Fi (1-1)(0), -, F,, (Tg-) (0)]

J1--dm=1

= [Dal‘.-amF(Oa0)]371,..,q7m[]:q71(qul)(o)» e 7‘/__'(1*?71(7—(1*”1)(0)] =1

A similar argument shows that F,(c)(0) = 0 for all o # 7, which completes the proof. d

REMARK 3.3. Note that, in principle, there is an alternative method to derive the order
conditions for NPRK methods by viewing them as PRK methods. Namely, for the ODE
vy = F(y,y),y(0) = yo, one can consider the equivalent partitioned ODE y' = F(y, z),
2 = G(y, z), y(0) = yo = z(0). Subsequently, one can use the order condition theory for
PRK methods to derive the order conditions for NPRK methods.

For example, this was done in [5] for a simplified class of sequentially-coupled NPRK
methods with a highly sparse NPRK tableau. For an s-stage sequentially-coupled method, it
can equivalently be expressed as that of an (s — 1)-stage PRK method. However, for a fully
dense NPRK tableau, the corresponding PRK method would require s? stages; furthermore,
there are many constraints that arise due to the duplication of variables. As such, we find this
approach unnatural and instead work directly in the NPRK formulation. Furthermore, as we
will see in Section 4, this direct approach will naturally reveal a separation between additive
and nonlinear order conditions. We use these nonlinear order conditions in Section 5 to show
how the nonlinear coupling strength can be estimated.

3.3. Generalization to M partitions. Analogous to how two-component ARK methods
can be generalized to M components [7], NPRK methods can be generalized to M partitions.
The order conditions follow in a conceptually similar manner to the M = 2 case.

Let M be a positive integer. Consider the initial value problem

Y = fly), y(to) = vo,


http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at

ETNA

Kent State University and
Johann Radon Institute (RICAM)

182 B. TRAN, B. SOUTHWORTH, AND T. BUVOLI

specified by a vector field f : X — X. We say a map
F:Xx - xX—=X
————

M times

is an M-partition of f : X — X if F(y,...,y) = f(y) forall y € X. Given an M -partition
F of f, the ansatz for an s-stage NPRK; method for the above initial value problem is

s
}/io = UYn +h Z aioil..AiMF(}/ilv'- '7)/;1\4)7 Z'0 = 17"'a37

1.0 =1

Yntl =Yn +h Z bilw‘il\/IF(}/;—17"'7Y711W)'

i1 i =1

The rank-(M + 1) tensor a;y;,...i,, replaces the classical RK matrix a;j, and the rank-M
tensor b;, . ;,, replaces the classical RK weight vector b;. The choice M = 1 reproduces
the classical RK methods, and the choice M = 2 reproduces the NPRK methods as defined
previously.

Every NPRK); method has M underlying RK schemes, where the 7" scheme, r =
1,..., M, is given by using a trivial partition in the 7 argument, F(Y;,,...,Y;,,) = f(Yi,).
The corresponding RK coefficients are

S
{r} _ § : {r} _ § :
Ay, = Qigiy...ing bir - bilmiM

T1yeenybryeey iy =1 T1yeenybpyeeytng =1

(where z: denotes omission of that index in the sum).
To derive the order conditions, we note that the time derivative is given by

d
%():Dl()~F+...+DM()-F,

where again D; denotes differentiation with respect to the k™ argument, k = 1, ..., M; for

example,

d
1
=—F(y,...
y'=gF )

= DiF(Yseeesy) F(oeeosy) + oo+ DatF (s sy) - Fly, ).

The order conditions can be obtained analogously to the M = 2 case. Namely, we
consider edge-colored rooted trees where each edge can be colored by one of M colors
from {1,..., M}. We represent this graphically by writing the color adjacent to the edge.
Differentiation is then given by grafting onto a rooted tree a colored edge connected to a node:

Dl()-lel o DM()~F:lM.

For example, for two colors a,b € {1,..., M},

b
(v, = D, F[F, F], = D,FD,FF.
a
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We define the order |7|, density v(7), symmetry factor a(7), and elementary differential
F(7)(y) of a tree analogous to Section 3.2. That is, the definitions are formally the same with
the modification that a recursively defined edge-colored rooted tree 7 = [T1|ays - - - s Tm|an, ]
now has colorings a1, ..., a,, valued in {1,..., M}.

The indexed elementary weight of a tree, ¢;,._;,,(7), is defined analogously: with the
root of 7 labeled with the M -multi-index i, . .. 7,;, label every other node of 7 with an M-
multi-index; given two nodes with the lower node indexed by j; ... 75, and the upper node
indexed by k; . .. ks connected by an edge of color a, the elementary weight receives a factor

ajaklu-kl\/l(' .- )7

i.e., the index j, is the a™ index of the lower node corresponding to the color a of the edge
connecting the two nodes. For example,

g1 dM ki... ky
¢i1~~ilw = E E Qigg1...5m Vivky...knrs
Ji---gm ki kyv
ki... ky
b
¢i1---iM J1---JM = § § Qi gy...in Cgvkr.. ar+
a Jre-gar kv ks
... 00

Defining the elementary weight

@(7‘): Z bil...ijvjd)ilu'ij\l(T)’

81 B0

an analogous argument to Section 3.2 gives the order conditions for an NPRK 3, method:
THEOREM 3.4 (NPRK, order conditions). An NPRK ;s method has order p if and only

if

Sor all trees T such that |T| < p.

3.4. Enumeration and computation of the NPRK 5, order conditions. The enumer-
ation of the NPRK, order conditions is given by counting the number of M -edge-colored
rooted trees at each order. For M up to 10, the enumeration of such trees is given in [8], where
such trees are referred to as M -typed 1-decorated rooted trees (the type refers to the coloring
of edges, and the decoration refers to the coloring of nodes).

Let al[M] denote the number of NPRK;; order conditions of order . Following [11], let
[M]

M aEM] denote the number of ARK s order conditions of order ¢, where ;- is defined from

the generating function

oo

o0

. : [M]
ZQEM]xz—l _ H(l _ xl)_M"‘iM ’
i=1

i=1
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where x is an indeterminate in a formal power series.

We will additionally count the number of coupling conditions for an NPRK; method, i.e.,
order conditions that do not correspond to order conditions for the M underlying RK methods;
we discuss this further in Section 4. This is straightforward as the order conditions for the M
underlying RK methods arise from only considering trees whose edges have a single color.
Thus, for an NPRK ; method, there are M agl] order conditions for the underlying methods.

Denote the number of coupling conditions for an NPRK ;; method by 51[M] (M > 2). Then,

A — oM _ gl

The enumeration of both the total number of order conditions and the number of coupling
conditions is shown in Table 3.3 for the number of partitions M up to 5 and order ¢ up to 8.

TABLE 3.3
Enumeration of NPRK p order conditions for up to 5 partitions and order up to 8.

M|idM™M|1 2 3 a4 5 6 7 8
At 2 4 9 20 48 1S
2 | o |1 2 7 26 107 458 2058 9498
|7 |0 0 3 18 89 418 1962 9268
3| o 15 82 495 3144 20875 142773

By o3
810 0 9 70 468 3084 20731 142428

.

4 o™ |1 4 26 188 1499 12628 111064 1006840
5 0 0 18 172 1463 12548 110872 1006380
5 1o |1 5 40 360 3570 37476 410490 4635330
77 10 0 30 340 3525 37376 410250 4634755

REMARK 3.5. Observe that the number of NPRK s order conditions is 1/M times the
number of ARK, order conditions, i.e.,

o1 _ o]

This can be explained by the fact that each NPRK, tree corresponds to M ARKj, trees. To
see this, given an M -edge-colored tree, for the root node create M trees by coloring the root
with one of M colors; for every other node, color them with the color of the edge below it
and finally remove all of the edge colors (note that this procedure is purely for enumeration; it
does not map NPRK elementary differentials correctly to ARK elementary differentials). By
this procedure, the set of all equivalence classes of NPRK, trees corresponds to the set of all
equivalence classes of ARK}, trees with a fixed root color. In the reverse direction, fixing the
root color of an ARK}, tree, given an ARK, tree with that root color, remove the coloring of
the root node, color each edge by the color of the node above the edge, and finally remove all
node colorings. Then this will produce an NPRK; tree.

In terms of tableaux coefficients, the reduced number of order conditions for NPRK
vs. ARK methods, despite the larger number of mixed differentials to account for, can be
seen as arising from the tensorial nature of the NPRK tableaux, which we discuss further in
Section 4.
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Computation of order conditions. We will now present an algorithm for computing
the order conditions. To be concrete, we consider the case of M = 2 partitions, although the
case of a higher number of partitions follows similarly. We know each NPRK order condition
can be obtained by an equivalence class of NPRK trees, as discussed in Section 3.2. To
choose a representative of each equivalence class, we begin with a canonical representative
of each equivalence class of ARKj trees given by a lexicographic ordering of the level and
color sequences as described in [13]. By considerng ARK trees with a fixed root coloring,
the procedure described in Remark 3.5 puts these trees in correspondence with canonical
representatives of NPRKj trees. We utilize the Julia package RootedTrees. jl [14]
to generate the canonical representative of each tree 7, whose canonical representative is
specified by a level sequence L(7) and a color sequence C'(7) describing the level of each
node in lexicographic order and the color of each node, respectively. For the k™ element of
the level sequence, L(T)y, we denote by Parent(7, k) the index of the parent node of node k,
i.e., the largest index p in L(7) such that L(7); — 1 = L(7),.

REMARK 3.6. Note that RootedTrees. j1 colors canonical bicolored rooted trees
with 0 and 1. We will let the colors 0 and 1 correspond to differentiation with respect to the
first and second arguments, respectively. Furthermore, since we only consider ARK> trees
with a fixed root color, we will just consider canonical trees where the root is colored by 0,
as a matter of convention. As we will see in Algorithm 1 below, the first index of the color
sequence is never used.

We then apply the method of obtaining the order conditions described in Section 3.2.
Given a canonically represented tree as described above, we label each node with indices iy ji,
where k is the integer where the node appears in the level sequence. For an upper node with
indices iy ji and a lower node with indices 4;j; connected by an edge of color b € {0, 1},
we obtain a factor a;,;, j, if b = 0 or aj,4, 5, if b = 1. We thus loop through all non-rooted
nodes in the tree, multiply the factors obtained from them, multiply by b;, ;,, where i1 j;
are the indices of the root node, and sum over all indices to obtain the left-hand side of the
order condition, i.e., the elementary weight. The right-hand side of the order condition is
given by the reciprocal of the density of the tree, 1/v(7), which can also be obtained from
RootedTrees. jl. This algorithm is summarized in Algorithm 1.

In addition to a numerical implementation of Algorithm 1 in Julia, we also implemented
a symbolic version of this algorithm in Mathematica to generate the order conditions
symbolically. For example, the third-order and fourth-order conditions for M = 2 are shown
in Appendix A, equations (A.1) and (A.2), respectively. Third-order conditions for M = 3
are shown in (A.3). Both the numerical and symbolic implementations are available at [17].

4. Relation to additive order conditions. As we have seen, an additive partition for
an NPRK method results in an ARK method. In this section, we will relate the previously
obtained order conditions for NPRK methods to order conditions for ARK methods (see, for
example, [1, 11] and [9, Section III.2]). Note this discussion equally applies to PRK methods,
as they can be expressed as ARK methods.

Recall that we have shown that an NPRK method with tableaux (a;;x, b;;) with an additive
partition reduces to a two-component ARK method, with the pair of tableaux (a{'}, p{1}, c{1})
and (a{?}, b2} ¢{2}) (see Section 2.2). We will now state a partial converse.

PROPOSITION 4.1. Consider a two-component ARK method with the pair of tableaux
(a3, 011 WY and (al2, 012}, A2}, Additionally, assume that both tableaux are at least

of first order ), b,L{l} =1= Zj b§2}, have the same number of stages s, and satisfy
At =12 = ¢, Then, the method can be expressed as an NPRK method with an additive
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Algorithm 1 Order condition for a 2-NPRK tree.
Require: a;ji, bi;,4,5,k=1,...,s
Require: Canonical tree 7, specified by (lexicographically ordered) level sequence L(7),
color sequence C(7), density (7).
N « Length(L(1))
sum < 0
foril,jh. .., iN,tN = 1; i17j1, - 77;N7jN < s; il,j17 - 7iN7jN++ do
prod < 1
fork=N;k>2;k-do
if C(7)r, == 0 then
prod <— prod * @iy, xyikin
else
prOd <~ prod * Qpen(r, 1) T T ke
end if
end for
sum <— sum + b;, ;, * prod
end for
return sum == 1/~(1)

partition with coefficients

o A8 .
4.1 ik = Y Gk G
(4.1a) Gijk = — + s 52’
p1b bt
(4.1b) bijzl——&-]——?.
s 5 s

Proof. We simply have to verify that the sums of a (respectively b) over its second and
third (respectively second) indices reproduces the pair of underlying RK tableaux.

2 : Es: {]1} a{lf} Ci {1} 0{2} {1}
1 [ ? (3
digh = S +T7372 = % +T 87 %ij

k=1

s {1} a2 {1} {2}
zk C; o c; aik i {2}
Zaw_Z( T ‘sz> =Sl

j=1

b{l} b{2} 1 1 1
by = U BTN S

J

D 0 W S S S
Z%=Z<+S‘Sz St o=y f

%

REMARK 4.2. Note that there can be different NPRK methods that have the same
underlying ARK method. To see this, consider for example an ARK method with b;-{l} = bi{2},
t=1,...,8 > 2. Then, the ARK method can be expressed as an NPRK method with the
above choice of ¢ and b, (4.1a)—(4.1b). Note that this choice of b is not generally diagonal. On
the other hand, it can also be expressed as an NPRK method with the above choice of a and

(4.2) bi; = b6,


http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at

ETNA

Kent State University and
Johann Radon Institute (RICAM)

ORDER CONDITIONS FOR NPRK METHODS 187

which is diagonal. These two possible choices correspond to different NPRK methods when
applied to a general nonlinear partition but reduce to the same ARK method given an additive
partition.

In light of this discussion, we are able to relate ARK order conditions with NPRK order
conditions with additive partitions.

Relation to ARK order conditions. We will now investigate the relation of NPRK order
conditions to ARK order conditions. In doing so, we will see that NPRK order conditions
imply ARK order conditions but the converse is not true. In essence this is because the linearly
separable structure of ARK methods remove some elementary differentials appearing in a
general NPRK method; namely, those containing D F, where I = i . .. ¢, is a multi-index
such that at least two of its indices are different. In other words, a nonlinear coupling of stages
gives rise to new order conditions.

We will first consider the two-component case. Consider an ODE

v = fly) = fily) + fa(y),

and define the partition

F(y1,y2) = fi(y1) + f2(y2).

To understand how to relate the ARK and NPRK order conditions, let us start with the
first-order condition. For an NPRK method, the first-order condition is

> by =1
ij
On the other hand, for an ARK method with coefficients (a{},b{} ¢) and (a2}, {2}, ¢),

there are two order conditions
{1y _ 4 _ {2}
ol = 1= 3ol
i J
The doubling of the number of order conditions arise from the fact that, for an NPRK method,
b1} and b2} are not independent but rather related via the tensor b. Namely,

SUREDRIED Bk
ij

(2

J

Thus, we only have to account for one first-order condition for an NPRK method, as the
tensorial nature of the NPRK tableau automatically accounts for the other condition. We will
visualize the process of converting an NPRK method to an ARK method by relating their
rooted trees. For an NPRK method, we utilize edge-colored rooted trees as before; we refer to
the dashed edge as having “color 1" and to the solid edge as having “color 2". For an ARK
method, it is standard to utilize node-colored rooted trees. We will color the nodes for an ARK
method as

Oo» @

where the open node, referred to as “color 1", corresponds to f; and the filled node, referred
to as “color 2", corresponds to fo. We can thus visualize the rooted tree with one node for an
NPRK method by decomposing it into a pair of rooted trees for an ARK method,

®ij —o0j 0]
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and thus obtaining a decomposition of the NPRK order condition as two ARK order conditions.

To understand decomposing higher-order NPRK trees into ARK trees, consider the
derivative matrices of F' expressed in terms of f; and f5

D\FF = Difi(fi + f2) = Dififi + Difif,
DyFF = Do fo(f1 + f2) = Dafafi + Dafaf.

This gives us a method of mapping an NPRK tree with two nodes connected by a colored edge
to two ARK trees:

D\FF =" —>I+l= Dififi + Dififor

é
DyFF I—>I+I D5 fafi + Dafafa.

Namely, given an NPRK tree with two nodes connected by an edge of color a € {1,2},
remove the coloring of the edge, color the lower node a, and form two trees that have upper
nodes of color 1 and 2. Observe that the two second-order conditions for an NPRK method,

> b = % = bijaju,

ikl ikl

give the four second-order conditions for the underlying ARK method
{1y {2} _ iy gy 1 {2y {2} _ {2} {1}
Zbi c; _Zbi c; _§_ij ¢j —ij cj
% i J J

Analogous to the first-order case, the tensorial nature of the NPRK method means that one
only has to account for two second-order conditions. Of course this is expected because if an
NPRK method has order p, then the method with an additive partition must also have order
p since the order conditions derived for an NPRK method were independent of the partition.
However, we continue to investigate the order conditions at higher orders as it will reveal new
nonlinear order conditions that are not present in the ARK order conditions.

To generalize to the higher-order case, we first introduce some terminology. We say
that a node of a rooted tree is a leaf if it does not connect to any nodes above it, i.e., it has
out-degree zero. We say that a node branches if it connects to at least two nodes above it,
i.e., has out-degree greater than or equal to two. We say that an edge-colored rooted tree is
color-branching if it contains a node that branches with at least two edges of different colors.

For the higher-order case, we repeat the procedure above from top to bottom: we split
an NPRK tree into multiple ARK trees by starting with all possible colorings of the leaves.
From there, the edges of the NPRK tree tell us how to color all of the lower nodes, as done
above. At first, it may seem that this procedure is ill-defined since a node that branches with
two different colors would not have a well-defined color. However, such trees need not be
considered as the following proposition shows:
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PROPOSITION 4.3. For an NPRK method with an additive partition, the elementary
differential of a color-branching tree vanishes.

Proof. Given a color-branching tree where one of the nodes branches with two edges of
different colors. Thus, the elementary differential contains a factor

D12F or ...DQlF...,

which vanishes since Dij3FF = 0 = Do F holds true for an additive partition
F(y1,y2) = fi(yr) + fa(y2). O
This method is thus well-defined and allows us to conclude that all of the ARK order
conditions of order p are satisfied if the NPRK order conditions of order p are satisfied (again,
this is a trivial observation since if an NPRK method has order p, then the method with an
additive partition must also have order p). For example, for third-order, we have 6 NPRK trees
with nonzero differentials,
]

~—~
=D1FD1FF =DyFDiFF =D{FDyFF =DyFDyFF

_l’_
Pr—
_|_

<--.-‘

Q o
+ AR +
Y
—— ——
=D F[F,F)| =Dy F[F,F)

It is clear that the first four NPRK trees above correspond to 8 ARK trees. The last two
nonzero trees correspond to 6 ARK trees,

] L4
DllF[FvF]: NS o= + 2v+
e
[ J

and similarly

Dy FIF, F| = D*fo[ f1, f1] + 2D fo[ f2, f1] + D falf2, fol-

Thus, the 6 non-vanishing third-order NPRK trees give rise to 14 third-order ARK trees, which
corresponds to the number of third-order conditions for two-component ARK methods [11].
The above construction shows that every NPRK condition corresponding to trees that
are not color-branching can be expressed in terms of ARK order conditions. More precisely,
Proposition 4.3 implies that any factor ay,,, in the elementary weight of a non-color-branching
tree will always have either u or v as a free index, i.e., there are no other factors in the
elementary weight depending on either u or v since otherwise the tree must be color-branching.
Once the final summation over all non-rooted indices is performed, this means that a,, can
be expressed as either aii} or aii}. Thus, all factors of a appearing in the order condition of a
non-color-branching tree can be expressed as either a{*} or a2}, Finally, since the root node

of the tree, indexed by say 7j, also cannot be color-branching, one of ¢ or 5 must be free, and
{1} {2}
;  orb;

J in the order condition.

thus, b;; can be expressed as either b
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Conversely, we ask: Given an NPRK method (a, b, ¢) whose underlying coefficients
(a3, 611} ¢), (a1}, 12}, ¢) satisfy the ARK order conditions to order p. Does the NPRK
method satisfy the NPRK order conditions to order p for a generally nonlinear partition? For
p < 2, the answer is affirmative since there are no color-branching trees of order 2. For p > 3,
the answer is negative. This can be seen from the color-branching trees since we know that the
order conditions for the non-color-branching trees will be satisfied. It suffices to consider the
third-order condition

Z bij@ikiGjuy = 1/3

ijkluv
Q
.
. .
[y

Let (et {1 ¢) and (a1}, 512}, ¢) be coefficients for a (at least) third-order ARK method.
Define a;j1, and b;; by (4.1a)—(4.1b). Substituting (4.1a)—(4.1b) into the above order condition
yields

corresponding to the color-branching tree

1 b;{l} b{2} C;
g = Z bijaiklajuv = Z <S + ]T — 872 ikl Gjuv
ijkluv ijkluv
_1 Zb{l}cio + E Zb{2}c’ci _ 1 Zcic
s = 7 J s = J J 82 - J

2
1 1 1

where in the second line we used the second-order conditions ) bl{l}ci =1/2=3%; b}z}Cj.
Letting  := ) . ¢;, then the order condition can be expressed

1 x 2

3 s s2
Viewed as a quadratic in z, the discriminant is —1/(3s?), which is negative since s € R \ {0}.
Thus, the above equation has no real solutions, so the condition cannot be satisfied for any
choice of x since ¢; € R.

Thus, we have shown that the underlying methods of an NPRK method satisfying ARK
order conditions to order p is not sufficient for the NPRK method to have order p, for
p > 3. In essence, this is due to the nonlinear coupling in an NPRK method with a generally
nonlinear partition F'(Y7,Y>), which creates nonlinear order conditions corresponding to
color-branching trees, starting at order p > 3. For ARK methods, the partition has a linearly
separable structure which removes such color-branching trees from consideration since their
elementary differentials vanish.

Thus, we cannot in general use order-p ARK methods to construct order-p NPRK methods
via equations (4.1a)—(4.1b). However, since an ARK method does not arise from a unique
NPRK method, it is still possible that some order-p ARK methods can produce an order-p
NPRK method.

Specifically, for order 3, consider an order-3 ARK method with coefficients

(a{l},b{l}, ), (a{2}, iz}, ¢) such that b1} = pi2},
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such as a third-order Lobatto IIIA-IIIB pair. Then, we can define an NPRK method with
coefficients a via equation (4.1a) and b via equation (4.2). It is straightforward to verify that
this method does satisfy the third-order condition for the order-3 color-branching tree

Z bijaikiGjuy = 1/3,

ijkluv

since the diagonality of b allows one to write this condition in terms of non-color-branching
order conditions.
For orders higher than 3, using a diagonal b will not work in general, due to color-

branching trees such as
[ ]
.
A Y
T= ‘¢ ,

é

(i.e., color-branching trees which contains a non-rooted color-branching node) whose elemen-
tary weight is given by

¢ij(7—) = Z ikl CkmnAuv -

klmnuv

Here, a;x; can not be expressed in terms of either a'} or a!?} since k and [ are not free.
Despite the fact that an NPRK method does not necessarily have order p even if its underlying
integrators have order p due to new nonlinear order conditions, the increased dimensionality of
the NPRK tableaux and the reduced number of order conditions, compared to ARK methods,
could lead to more flexibility in constructing higher-order NPRK methods. We will explore
such constructions in subsequent work.

The generalization of relating NPRK; order conditions to ARK, order conditions fol-
lows similarly. Namely, the order conditions can be decomposed into the underlying RK order
conditions for trees of a single color, linearly separable coupling conditions corresponding
to trees which have more than one edge color but are non-color-branching, and nonlinearly
separable coupling order conditions corresponding to color-branching trees. This again follows
from the fact that the elementary differential for a color-branching tree vanishes, where now
edges can have one of M colors, assuming an M -additive partition

M
F(Yi,....Yu) =Y _ fi(Yi).
=1

An immediate corollary of this discussion is that an NPRK »; method (with generally nonlinear
partition) is second-order if its M underlying RK methods are, since there are no trees of order
2 with more than one edge color.

5. Numerical example. In our companion paper [5], we have demonstrated the utility of
NPRK methods for solving the viscous Burgers’ and gray thermal radiation transport equations,
particularly with regard to numerical stability. We presented several NPRK methods with
differing levels of stability, order, and implicitness. Here, we will instead consider an example
which exemplifies the nonlinear order condition theory developed in this paper. The code for
this numerical example is available at [17].
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We will show how the nonlinear order condition theory, discussed in Section 4, can be
utilized to measure the state-dependent nonlinear coupling strength in a system. We consider
the Lotka—Volterra system, with y := [u, v]T € R2,

d |u U — auv
G dt L}} - [v—i—auv} ’

where o« € R. Consider the Lobatto IITA-IIIB pair with s = 3,

0 0 0 16 -1/6 0

al@ 150413 -124 a® e 130

by | U6 23 16 ° pi2d | 16 566 0
| /6 23 1/6 | 1/6 23 1/6

As is well known, this method has additive order 4 ([9, Sect. I1.2.2, Thm. 2.2]). We use
this additive method to construct two NPRK methods as follows: We define Method 1 with
NPRK tableau a;;;, given by (4.1a) and b;; given by (4.2). We define Method 2 with NPRK
tableau a;; again given by (4.1a) and Evj now given by (4.1b). Method 1 and Method 2
together can be interpreted as an embedded NPRK method since they share the same a;;,
but have differing b;;. As discussed in the previous section, both methods reduce to the same
fourth-order additive method when the partition is additive. For a nonlinear partition, Method 1
will generally be a third-order NPRK method, and Method 2 will generally be a second-order
NPRK method. First, we verify the order of both methods with the above Lotka—Volterra
system (5.1) with the nonlinear partition

U7 U2 U2 — QuiU2
el [ = Frese]

See Figure 5.1. As expected, when o = 0, the partition (5.2) becomes additive, and thus both
methods are equivalent and exhibit fourth-order convergence. When e # 0, Method 1 exhibits
third-order convergence, whereas Method 2 exhibits second-order convergence.

Now, since both methods reduce to the same additive method, this means that the leading
order difference in their accuracy is due to the nonlinear coupling. Particularly, denoting ¥,,+1
as the numerical solution for Method 1 and 7,11 as the numerical solution for Method 2, both
updated from the same y,,, we have an embedded estimate of the nonlinear coupling of the

/)

To demonstrate this embedded estimate, we compute one step of the update by Method 1 and
Method 2 for the Lotka—Volterra system with u(0) = 1 = v(0) as a function of « for several
choices of the step size h. The difference in the I'-norm of the solutions ||y; — 1/|; as a
function of « is presented in Figure 5.2.

As expected, for each choice of h, as « — 0, we have ||y; — 71]|;x — 0 since in this
limit z and y decouple and the partition becomes additive. From here, one might expect
that the estimate ||y; — 71]|;2 increases monotonically as « increases. However, this is not
the case as seen in Figure 5.2. Particularly, the nonlinear coupling strength also approaches
zero as a — 1. To see why this is the case, note that at the initial state u(0) = 1 = v(0),
for « = 1, du/dt = 0, and thus, dv/dt = v + auv is no longer nonlinearly coupled to the
dynamics of u since w is constant. In other words, the nonlinear coupling strength in a system
is state-dependent, which can be measured using the embedded estimate (5.3).

(5.3) [Yns1 = Unsall < CH? +O(h).
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FIG. 5.1. Convergence test for Method 1 and Method 2 for o = 0,0.01, 2 with u(0) = 1 = v(0) and final
time T = 1. The reference solution was computed using Method 1 with h = 10~%. The slopes were determined
using linear regression.


http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at

ETNA

Kent State University and
Johann Radon Institute (RICAM)

194 B. TRAN, B. SOUTHWORTH, AND T. BUVOLI

lyr = illn

1074 -
1078 % ¢ h=10"2
+ *7 = s h= 10_%
// « h=10"

107121 o A AL

107161

I I
0.001 0.010 0.100 1 10

FIG. 5.2. Embedded estimate (5.3) of the nonlinear coupling after one step as a function of « for several
choices of the step size h = 1072,1073,10~4.

Stated another way, the leading term in (5.3) vanishes at the state u(0) = 1 = v(0) as
a — 1. To confirm this, we numerically verify the asymptotic scaling of the embedded
estimate (5.3) as a function of h for various choices of a. We compute ||y; — 71]|;2 for
u(0) = 1 = v(0) as a function of h, where y; and ¥; are again the solution after one
step of size h from Method 1 and Method 2, respectively. This is done for the choices
a =0.1,0.5,1.0,1.5,2.0, 3.0, displayed in Figure 5.3.

llyr — vl
1076 L
8l .-O"% ® o =3.0: Slope 3.00535
10 oo -::..:::/
o ® L amTiieee % o= 2.0 Slope 3.00606
°® ° s " PY 0” Ad
10710 - L I P AAAA ¢ a=15:Slope 3.0076
) ™ . L . A ‘Ayv"
. ¢ L A v,V' A a=0.5: Slope 3.00051
107121 N A v Y O v
A v ° 000 ¥ o = 0.1:Slope 3.00157
v
o © © O a = 1.0:Slope 4.01626
10714 o
o
o
5)(10'“4 0.001 0.002 0.005 h

FIG. 5.3. Asymptotic scaling of the embedded estimate (5.3) with respect to h for various choices of a. The
slopes were determined using linear regression.

As expected from (5.3), for a = 0.1, 0.5, 1.5, 2.0, 3.0, the embedded estimate ||y1 — 1|2
exhibits third-order convergence in h. Interestingly, for @ = 1.0, the embedded estimate
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exhibits fourth-order convergence. This is again explained by the fact that the leading order
term of the embedded estimate (5.3) measures the nonlinear coupling, which vanishes at the
current state u(0) = 1 = v(0) for & = 1. Thus, in the case o = 1 with u(0) = 1 = v(0), (5.3)
reduces O ||[Yn+1 — Unr1] < O(R%).

Conclusion. In many realistic multiphysics applications, there is a nonlinear coupling of
scales and physics (e.g., see [15, 16]), making the resulting equations not directly amenable to
classical additive partitions. In this paper, we provide a complete analysis of order conditions
for the newly proposed class of NPRK methods via edge-colored rooted trees, which facili-
tates high-order partitioned integration for nonlinearly partitioned equations. General order
conditions are provided for arbitrary order and number of partitions, and explicit conditions
for the NPRK tableaux are provided for up to fourth order for two partitions and third order
for three partitions. NPRK order conditions are also related to ARK order conditions, and it
is shown that for order p > 3, additional conditions related to a nonlinear coupling cannot
be represented in trees used to derive ARK order conditions (although it is possible for an
ARK method of order 3 to satisfy the nonlinear coupling conditions when posed as an NPRK
method).

Here we provide examples of a second-order and third-order NPRK method constructed
from the additive Lobatto IIIA-IIIB pair, differing only in the nonlinear order conditions, and
we show how they can be used to obtain an estimate of the state-dependent nonlinear coupling
strength. Our companion paper provides a number of other example methods of second and
third order [5]. In future work, we will derive practical NPRK methods of various orders,
structures, and number of partitions, focusing on optimizing coefficients for properties related
to accuracy and stability. We will also explore the NPRK tensor structure as a simplifying
assumption for deriving ARK methods of higher order and number of partitions, due to the
reduced number of order conditions compared with classical ARK methods. We have not
addressed structure preservation here; future work will also study method properties such as
conservation, symplecticity, and adaptivity.
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Appendix A. List of order conditions. Below are lists of NPRK,; order conditions for
M = 2 of third-order (A.1) and of fourth-order (A.2), and for M = 3 of third-order (A.3),
generated by a symbolic version of Algorithm 1. The summations are understood to run over
all present indices from 1 to s. Equations annotated with * denote linearly separable coupling
conditions and equations annotated with T denote nonlinear coupling conditions. The code for
all results generated in this paper is available at [17].
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(A.1) Third-order conditions for M = 2.
Zbijaiklakuv = é, Z bijGiki Qiw = %,
- Zbijakuvajkl = é7 f Zbijaiwam = %,
: Zbijaiklaluv = é, Zbij@jkl@juv = ;
sz‘jajklaluv = é
(A.2) Fourth-order conditions for M = 2.
Zbi]‘aiklakuvauab = 514, Z bij ik Qiah Ay = %,
* Z bijQkuv QuabQjkl = ?14, TZ bij iabAun @ikl = é,
* Z bij @ikl QuabQrun = 514, ¥ Z bij @ikl QiahQluy = é,
* Z bijQuab@ikiQluy = 514, TZ bij Qiab @ikl Ay = é,
- Z bij ikl AkuvAoab = %, f Z bi ikt A Wjab = é,
* Z bijOkuv @kl Qvab = i, * Z bij Whuv @kl Ajab = é,
: Zbijaiklaluvavab = i, TZ bijAiklQjabQluy = %,
Zbijajklaluvavab = i, Zbijajklajabaluv = é,
Zbijaiklakuvakab = %, Zbijaiklaiuvaiab = i,
" Z bijOkuokab@jnl = T12’ szijaiuvaiabajk:l = i,
f Z bij @ikl Akab@iuy = %, TZ bijQiab @ikl Qjun = i,
" bijakabajrian, = %, > bk unan = i,
: Z bij @ikl Qo Qiab = %,

E bij 0 k1AL Alab = 17
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(1]
(2]
(3]
(4]
[5]

(6]
(7]

(8]
(9]
[10]
[11]
[12]
[13]

[14]

[15]
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Third-order conditions for M = 3.
1 1
Z bijkaiuvwauabc = 67 Z bijkaiuvwaiabc = ga
1 1
* Z bijkaiuvwavabc = 67 f Z bijkaiabcajuvw = ga
1 1
* Z bijkaiu'uwawabc = 67 f Z bijkaiabcakuvw = g’
. 1 1
Zbijkauabcajuvw = 67 Zbijkajuvwajabc = g;
1 n 1
Zbijk:aju'uwavabc = 67 Zbijkajabcakuvw = g;
. 1 1
Zbijkajuvwawabc = 67 Zbijkakuvwakabc = 37
1
* Z bijka'uabcakuvw = 67
N 1
Zbijkavabcakuvw = 67
1
Z bijkakuvwawabc = 6
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