
ETNA
Kent State University and

Johann Radon Institute (RICAM)

Electronic Transactions on Numerical Analysis.
Volume 60, pp. 136–168, 2024.
Copyright © 2024, Kent State University.
ISSN 1068–9613.
DOI: 10.1553/etna_vol60s136

CONVERGENCE ANALYSIS OF A KRYLOV SUBSPACE SPECTRAL METHOD
FOR THE 1D WAVE EQUATION IN AN INHOMOGENEOUS MEDIUM∗
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Abstract. This paper presents a convergence analysis of a Krylov subspace spectral (KSS) method applied to
an 1D wave equation in an inhomogeneous medium. It will be shown that for sufficiently regular initial data, this
KSS method yields unconditional stability, spectral accuracy in space, and second-order accuracy in time in the case
of constant wave speed and a bandlimited reaction term coefficient. Numerical experiments that corroborate the
established theory are included along with an investigation of generalizations, such as to higher space dimensions and
nonlinear PDEs, that features performance comparisons with other Krylov subspace-based time-stepping methods.
This paper also includes the first stability analysis of a KSS method that does not assume a bandlimited reaction term
coefficient.
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1. Introduction. Consider the 1D wave equation in an inhomogeneous medium,

(1.1) utt = (p(x)ux)x + q(x)u,

on a bounded domain with appropriate initial and boundary conditions. Analytical methods
are not practical for this problem since the coefficients are not constant. For instance, applying
separation of variables [8] would result in a spatial ODE that cannot be solved analytically,
and therefore numerical methods are needed. However, standard time-stepping methods, such
as Runge-Kutta methods or multistep methods, suffer from a lack of scalability. As the number
of grid points increases, a smaller time step would be needed due to the CFL condition [16]
for explicit methods or an increasingly ill-conditioned system must be solved for implicit
methods. It follows that increasing the number of grid points significantly increases the
computational expense. Therefore, a more practical numerical method for solving this kind of
variable-coefficient PDE is desirable.

Krylov subspace spectral (KSS) methods are high-order accurate, explicit time-stepping
methods that possess a stability characteristic of implicit methods [33]. By contrast with
other time-stepping methods, KSS methods employ a componentwise approach in which each
Fourier coefficient of the solution is computed using an approximation of the solution operator
of the PDE that is tailored to that coefficient. This customization is based on techniques for
approximating bilinear forms involving matrix functions by treating them as Riemann-Stieltjes
integrals [9]. This componentwise approach allows KSS methods to circumvent difficulties
caused by stiffness, and thus they scale effectively to higher spatial resolution [4].

A first-order KSS method applied to the heat equation with a constant leading coefficient
was proven to be unconditionally stable [23, 24], as well as a second-order KSS method
applied to the wave equation with a constant leading coefficient [22]. In all of these studies,
lower-order coefficients of the spatial differential operator were assumed to be bandlimited.
A first-order KSS method applied to the heat equation with a bandlimited leading coefficient
is also unconditionally stable [33]. In this paper, we analyze the stability of a KSS method
applied to the wave equation with bandlimited coefficients.
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The outline of the paper is as follows. Section 2 provides an overview of KSS methods,
as applied to the wave equation. Section 3 presents a stability analysis of a second-order
KSS method applied to the PDE (1.1) with bandlimited coefficients p(x) and q(x) and pe-
riodic boundary conditions. In that same section, a full convergence analysis in the case of
p(x) ≡ constant is carried out. Corroborating numerical experiments are given in Section 4,
along with applications of the second-order KSS method to more general problems. This sec-
tion also includes performance comparisons between the KSS method and other time-stepping
methods, particularly those that also make use of Krylov subspaces. Upon demonstrating
through numerical experiments that the assumptions on the coefficients of the PDE made in
Section 3 are not necessary for convergence, an additional stability analysis is conducted in
which q(x) is not assumed to be bandlimited, a task that has not previously been performed
for a KSS method. Conclusions and ideas for future work are given in Section 5.

2. Background. Consider the second-order wave equation

utt + Lu = 0 on (0, 2π)× (0,∞),(2.1)
u(x, 0) = f(x), ut(x, 0) = g(x), 0 < x < 2π,(2.2)

with periodic boundary conditions

(2.3) u(0, t) = u(2π, t), t > 0.

The spatial differential operator L is defined by

(2.4) Lu = −(p(x)ux)x + q(x)u,

where we assume p(x) > 0 and q(x) ≥ 0 to guarantee that L is self-adjoint and positive
definite.

A spectral representation of the operator L allows us to describe the solution operator, the
propagator, as a function of L [15]. By introducing

f11(λ) = f22(λ) = cos(λ1/2∆t),

f12(λ) = λ−1/2 sin(λ1/2∆t),

f21(λ) = −λf12(λ),

(2.5)

we can describe the evolution of the solution by[
u(x, t+ ∆t)
ut(x, t+ ∆t)

]
=

[
f11(L) f12(L)
f21(L) f22(L)

] [
u(x, t)
ut(x, t)

]
.

In view of the periodic boundary conditions, we can express the solution at time t+ ∆t as a
sum of Fourier series,

u(x, t+ ∆t) =
1

2π

∞∑
ω=−∞

eiωx〈eiω·, cos(L1/2∆t)u(·, t)〉

+
1

2π

∞∑
ω=−∞

eiωx〈eiω·, L−1/2 sin(L1/2∆t)ut(·, t)〉,

where 〈·, ·〉 is the standard inner product of functions on (0, 2π).
Upon spatial discretization, each Fourier coefficient in the above series is approximated

by an expression of the form

(2.6) uHf(A)v,
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where u and v are N -vectors, A is an N × N symmetric positive definite matrix, and f is
either f11 or f12. In [9], Golub and Meurant describe algorithms for approximating such
bilinear forms involving matrix functions by treating them as Riemann-Stieltjes integrals that
can be approximated through Gauss quadrature over an interval containing the eigenvalues
of A.

In the case of u = v, the Gauss quadrature rule is constructed by applying the Lanczos
algorithm to A with an initial vector u. The Gauss quadrature nodes and weights are then
obtained from the eigenvalues and eigenvectors of the tridiagonal matrix of the recursion
coefficients produced by the Lanczos iteration. In the case of u 6= v, the unsymmetric Lanczos
algorithm can be used instead, with initial vectors u and v, but this may yield a quadrature
rule that does not have real positive weights, which can be numerically unstable [1].

For this case, a block approach can be used instead [9]: the block Lanczos algorithm [10]
is applied to A with an initial block

[
u v

]
. The iteration produces a block tridiagonal matrix

with 2 × 2 blocks, and as before, its eigenvalues and eigenvectors yield Gauss quadrature
nodes and (matrix-valued) weights.

We now describe how this approach is applied to the solution of the problem (2.1)–(2.3).
Let un and unt be the computed solution at time tn and its time derivative, respectively, and
let êω be a discretization of êω(x) = eiωx. For each wave number ω = −N/2 + 1, . . . , N/2,
we define

R0 =
[

1
N êω un

]
, R̃0 =

[
1
N êω unt

]
,

and then compute the QR factorizations

R0 = X1B0, R̃0 = X̃1B̃0.

The block Lanczos iteration yields TK and T̃K from X1 and X̃1. Then, the Fourier coefficients
of the solution and its time derivative are approximated by

[ûn+1]ω =
[
BH0 cos[T 1/2

K ∆t]1:2,1:2B0

]
12

+
[
B̃H0 (T̃ −1/2

K sin[T̃ 1/2
K ∆t])1:2,1:2B̃0

]
12
,

[ûn+1
t ]ω = −

[
BH0 (T 1/2

K sin[T 1/2
K ∆t])1:2,1:2B0

]
12

+
[
B̃H0 cos[T̃ 1/2

K ∆t]1:2,1:2B̃0

]
12
.

Let u(x,∆t) be the exact solution, and let ũ(x,∆t) be the approximate solution. If K
iterations of the block Lanczos method are performed, then [22], for ω = −N/2+1, . . . , N/2,

|〈êω, u(·,∆t)− ũ(·,∆t)〉| = O(∆t4K),

|〈êω, ut(·,∆t)− ũt(·,∆t)〉| = O(∆t4K−1).

The high order of accuracy in time is due to the second derivative with respect to time in the
PDE. In addition to their high-order accuracy in time, the following results about the stability
of KSS methods have been proven for various problems:

• the heat equation ut = puxx + q(x)u, where p is constant and q(x) is bandlimited:
a first-order KSS method is unconditionally stable [24],

• the wave equation utt = puxx + q(x)u, where p is constant and q(x) is bandlimited:
a second-order KSS method is unconditionally stable [22],

• the reaction-diffusion system of the form vt = Lv: a first-order KSS method with
constant diffusion coefficient and bandlimited reaction term coefficient is uncondi-
tionally stable [33],

http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at


ETNA
Kent State University and

Johann Radon Institute (RICAM)

CONVERGENCE ANALYSIS OF KSS FOR THE 1D WAVE EQUATION 139

• the wave equation utt = puxx + q(x)u, where p is constant and q(x) is bandlimited:
a second-order block KSS method is unconditionally stable [22], and

• the heat equation ut = (p(x)ux)x + q(x)u where p(x) and q(x) are bandlimited:
a first-order block KSS method is unconditionally stable [33].

KSS methods use a significantly different approach to computing matrix function-vector
products of the form ϕ(A)b than Krylov subspace methods from the literature (see, for
example, [19]). Such Krylov subspace methods approximate the function ϕ with either a
polynomial or rational function. Depending on the function ϕ, the approximating function
may need to be of high degree to ensure sufficient accuracy. When such methods are used to
solve stiff systems of ODEs obtained from spatial discretization of PDEs, the degree can grow
substantially when the time steps or the number of grid points increases.

This is demonstrated in [4], where it was also shown that, by contrast, KSS methods do
not suffer from this loss of scalability. Each Fourier coefficient of the solution is obtained using
its own frequency-dependent approximation that is of a low degree determined by the desired
order of temporal accuracy. This is possible because each Fourier coefficient is equivalent to a
Riemann-Stieltjes integral with a frequency-dependent measure that is nearly constant over
most of the integration domain [4], and therefore the integral is determined primarily by the
behavior of the integrand over only a small, frequency-dependent portion of this domain.

In Section 4 it will be demonstrated that this componentwise approach to time stepping
provides an advantage over other time-stepping methods that apply the same approximation of
the exponential to all components of the solution.

3. Convergence analysis. We will now analyze convergence of a second-order KSS
method with K = 1 for the IVP (2.1)–(2.4) under the assumptions that the Fourier coefficients
p̂(ω), q̂(ω) of p(x) and q(x), respectively, satisfy p̂(ω) = q̂(ω) = 0 when |ω| > ωmax, for
some threshold ωmax. That is, we assume that p(x) and q(x) are bandlimited.

We first carry out spatial discretization. We use a uniform grid with spacing ∆x = 2π/N ,
where N is assumed to be even. Then, we let xN be an N -vector of grid points

xj = j∆x, j = 0, 1, 2, . . . , N − 1.

Let ωj be the corresponding wave numbers

ωj = j −N/2, j = 1, 2, . . . , N.

We then denote by DN an N ×N matrix that discretizes the second-derivative operator using
the discrete Fourier transform:

DN = F−1
N ΛNFN ,

where

[FN ]jk =
1

N
e−iωjxk , [ΛN ]jj = −ω2

j .

We also let IN denote the N × N identity matrix, whereas I is the identity operator on
functions of x.

Let u1 = u and u2 = ut. We rewrite (2.1) as the first-order system

∂u1

∂t
= u2,

∂u2

∂t
= −Lu1,

(3.1)
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which, for convenience, we write as

(3.2) vt = L̃v, v =

[
u1

u2

]
, L̃ =

[
0 I
−L 0

]
.

Spatial discretization of (3.2) yields a system of ODEs

(3.3) v′N (t) = L̃Nv(t),

where

vN (t) =

[
u1,N (t)
u2,N (t)

]
is the spatial discretization of the vector field v and L̃N is a 2N × 2N matrix which has the
2× 2 block structure

L̃N =

[
0 IN
−LN 0

]
.

We define the exact solution operator of (3.1) as

(3.4) S(t) = exp[L̃t] =

[
S11(t) S12(t)
S12(t) S22(t)

]
=

[
R0(t) R1(t)
−LR1(t) R0(t)

]
,

where, as before, R1(t) = L−1/2 sin(L1/2t) and R0(t) = cos(L1/2t). Then we let

(3.5) SN (∆t) =

[
SN,11(∆t) SN,12(∆t)
SN,12(∆t) SN,22(∆t)

]
,

where each SN,ij(∆t) is the approximation of Sij(∆t) by the KSS method.
A KSS method applied to (2.1) with K = 1 uses two block Gauss quadrature nodes for

each Fourier coefficient. Using an approach described in [28], we estimate these nodes rather
than using the block Lanczos iteration explicitly. This significantly improves the efficiency
of KSS methods, but it will also simplify the convergence analysis to be carried out in this
section. The quadrature nodes will be prescribed as follows:

(3.6) l1,ω = 0, l2,ω = pω2 + q, ω = −N/2 + 1, . . . , N/2,

where p and q are the average values of p(x) and q(x), respectively, on [0, 2π].
To interpolate the functions fij(λ) from (2.5) at the nodes l1,ω, l2,ω, we compute the

slopes

Mij,ω =
fij(l2,ω)− fij(l1,ω)

l2,ω − l1,ω
, ω = −N/2 + 1, . . . , N/2, i, j = 1, 2.

We then describe the computed solution at time tn+1 by

un+1 = z11 + z12,

un+1
t = z21 + z22,(3.7)

where

zi1 = SN,i1(∆t)un, zi2 = SN,i2(∆t)unt , i = 1, 2.
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We also define p̃ = p− p̄, q̃ = q− q̄, and let PN , QN , P̃N , and Q̃N be diagonal matrices with
the values of the coefficients p(x), q(x), p̃(x), and q̃(x), respectively, at the grid points on the
main diagonal.

Let Iω = {k ∈ Z|0 < |k − ω| ≤ ωmax}. The discrete Fourier coefficients of zij ,
i, j = 1, 2, are then given by

ẑ11(ω) = S11(l2,ω)(êHω un) +M11,ωê
H
ω (LN − l2,ωI)un

= S11(l2,ω)û(ω)− iωM11,ω

∑
k∈Iω

p̂(ω − k)i(k)û(k)

+M11,ω

∑
k∈Iω

q̂(ω − k)û(k),(3.8)

ẑ21(ω) = S21(l2,ω)û(ω)− iωM21,ω

∑
k∈Iω

p̂(ω − k)i(k)û(k)

+M21,ω

∑
k∈Iω

q̂(ω − k)û(k),(3.9)

ẑ12(ω) = S12(l2,ω)ût(ω)− iωM12,ω

∑
k∈Iω

p̂(ω − k)i(k)ût(k)

+M12,ω

∑
k∈Iω

q̂(ω − k)ût(k),

ẑ22(ω) = S22(l2,ω)ût(ω)− iωM22,ω

∑
k∈Iω

p̂(ω − k)i(k)ût(k)

+M22,ω

∑
k∈Iω

q̂(ω − k)ût(k),

where i =
√
−1 and ω = −N/2 + 1, . . . , N/2. To obtain these formulas, we used the

simplification

êHω (LN − l2,ωI)un = êHω [−DNPNDN +QN ]un − l2,ω(êHω un)

= −iωêHω PNDNun + êHω QNun − l2,ω(êHω un)

= (p̄ω2 + q̄)(êHω un)− iωêHω P̃NDNun + êHω Q̃Nun − l2,ω(êHω un)

= −iωêHω P̃NDNun + êHω Q̃Nun.

To bound the error, we need to establish an upper bound for a norm of the approximate
solution operator SN (∆t). We elect to use the C-norm, defined by

‖ (u, v) ‖2C = 〈u,Cu〉+ 〈v, v〉,

where, as before, 〈·, ·〉 is the standard inner product on (0, 2π), and its discrete counterpart,
the CN -norm, defined by

‖ (u,v) ‖2CN
= uTCNu + ‖v‖22.

Here, the N × N matrix CN discretizes the constant-coefficient differential operator
C = −p̄∂xx + q̄I , where u and v are N -vectors. We choose to bound the CN -norm of
the solution operator for convenience because the operator CN has a very simple expression
in Fourier space due to its constant coefficients, which simplifies the analysis.
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3.1. Stability. We wish to express ‖SN (∆t)‖CN
as the 2-norm of some matrix since

that will be easier to bound. We define ‖SN (∆t)‖CN
by

‖SN (∆t)‖2CN
= sup

w=(u,v)6=0

‖SN (∆t)w‖2CN

‖w‖2CN

.

Then

‖SN (∆t)‖2CN
= sup

(u,v)6=0

ũTCN ũ + ‖ṽ2‖2

uTCNu + ‖v2‖2
,

where [
ũ
ṽ

]
= SN (∆t)

[
u
v

]
= SN (∆t)w.

In matrix form, we have

‖SN (∆t)‖2CN
= sup

wTSN (∆t)T C̃NSN (∆t)w

wT C̃Nw
= sup

wTSN (∆t)T C̃NSN (∆t)w

(C̃
1/2
N w)T (C̃

1/2
N w)

,

where C̃N =

[
CN 0
0 I

]
. Let z = C̃

1/2
N w. Then,

‖SN (∆t)‖2CN
= sup

zT (C̃
1/2
N SN (∆t)C̃

−1/2
N )T (C̃

1/2
N SN (∆t)C̃

−1/2
N )z

zT z
.

Therefore,

‖SN (∆t)‖CN
= ‖B‖2 =

√
ρ (BTB) ≤

√
‖G‖∞,

where B = C̃
1/2
N SN (∆t)C̃

−1/2
N , and

G = BTB =

[
G11 G12

G21 G22

]
,(3.10)

with

G11 = C
−1/2
N SN,11(∆t)TCNSN,11(∆t)C

−1/2
N

+ C
−1/2
N SN,21(∆t)TSN,21(∆t)C

−1/2
N ,

G12 = C
−1/2
N SN,11(∆t)TCNSN,12(∆t) + C

−1/2
N SN,21(∆t)TSN,22(∆t),

G21 = SN,12(∆t)TCNSN,11(∆t)C
−1/2
N + SN,22(∆t)TSN,21(∆t)C

−1/2
N ,

G22 = SN,12(∆t)TCNSN,12(∆t) + SN,22(∆t)TSN,22(∆t).

To obtain a bound for the CN -norm of the overall approximate solution operator SN (∆t), we
will proceed by bounding ‖G‖∞ through bounding ‖Gij‖∞, for i, j = 1, 2.

To bound the norm of each such block, we use expressions for the computed solution
un+1, un+1

t at time tn+1 in terms of un and unt . We begin with
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‖(un+1,un+1
t )‖2CN

= (un+1)TCN (un+1) + (un+1
t )T (un+1

t )

= [un]T Ḡ11u
n + [un]T Ḡ12u

n
t + [unt ]T Ḡ21u

n + [unt ]T Ḡ22u
n
t ,

where

Ḡ11 = SN,11(∆t)TCNSN,11(∆t) + SN,21(∆t)TSN,21(∆t),

Ḡ12 = SN,11(∆t)TCNSN,12(∆t) + SN,21(∆t)TSN,22(∆t),

Ḡ21 = SN,12(∆t)TCNSN,12(∆t) + SN,22(∆t)TSN,21(∆t),

Ḡ22 = SN,12(∆t)TCNSN,12(∆t) + SN,22(∆t)TSN,22(∆t).

We note that

G11 = C
−1/2
N Ḡ11C

−1/2
N , G12 = C

−1/2
N Ḡ12, G21 = Ḡ21C

−1/2
N , G22 = Ḡ22.

Therefore, we can proceed by bounding the entries of each Ḡij , for i, j = 1, 2.
LEMMA 3.1. Assume p̂(ω) = 0 and q̂(ω) = 0 for |ω| > ωmax. Then the matrix G11

defined in (3.10) satisfies

‖G11‖∞ ≤ 1 + C11,p‖p̃‖∞∆t2N2 + C11,q‖q̃‖∞∆t2 + C11,p2‖p̃‖2∞∆t2N2

+ C11,pq‖p̃‖∞‖q̃‖∞∆t2 + C11,q2‖q̃‖2∞∆t2,

where the constants C11,p, C11,q , C11,p2 , C11,pq , and C11,q2 are independent of N and ∆t.
Proof. Let ÎN = {−N/2 + 1, . . . , N/2}. From (3.7) we have

[un]T Ḡ11u
n = zT11CNz11 + zT21z21

=
∑
ω∈ÎN

ẑ11(ω)ẑ11(ω)(p̄ω2 + q̄) +
∑
ω∈ÎN

ẑ21(ω)ẑ21(ω)

=
∑
j∈ÎN

∑
k∈ÎN

û(−j)û(k)
[
Ā+ B̄ + C̄ + D̄

]
jk
,

where, by (3.8) and (3.9), we have, for j, k ∈ ÎN ,

Ājj = (S11(l2,j))
2

(pj2 + q) + (S21(l2,j))
2

= cos2
(√

pj2 + q∆t
) (
pj2 + q

)
+
(
−
(
pj2 + q

)1/2
sin
(√

pj2 + q∆t
))2

= pj2 + q,

B̄jk = −jkS11(l2,k)M11,kp̂(k − j)(pk2 + q) + S11(l2,k)M11,kq̂(k − j)(pk2 + q)

− jkS21(l2,k)M21,kp̂(k − j) + S21(l2,k)M21,kq̂(k − j), j 6= k,

C̄jk = −jkS11(l2,j)M11,j p̂(k − j)(pj2 + q) + S11(l2,j)M11,j q̂(k − j)(pj2 + q)

− jkS21(l2,j)M21,j p̂(k − j) + S21(l2,j)M21,j q̂(k − j), j 6= k,

D̄jk = −jk
∑

ω∈ÎN\{k,j}

ω2p̂(ω − k)p̂(j − ω)
(
M2

11,ω(pω2 + q) +M2
21,ω

)
+ (−k)

∑
ω∈ÎN\{k,j}

ωp̂(ω − k)q̂(j − ω)
(
M2

11,ω(pω2 + q) +M2
21,ω

)
+ (−j)

∑
ω∈ÎN\{k,j}

ωq̂(ω − k)p̂(j − ω)
(
M2

11,ω(pω2 + q) +M2
21,ω

)

http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at


ETNA
Kent State University and

Johann Radon Institute (RICAM)

144 B. RESTER, A. VASILYEVA, AND J. V. LAMBERS

+
∑

ω∈ÎN\{k,j}

q̂(ω − k)q̂(j − ω)
(
M2

11,ω(pω2 + q) +M2
21,ω

)
,

with Ājk = 0 for j 6= k, and B̄jj = C̄jj = 0 for j ∈ ÎN .
To obtain an upper bound for ‖G11‖∞, we use the following bounds for Sij(l2,ω) and

Mij,ω, which are the coefficients in the linear approximations of the various components of
the solution operator:

|S11(l2,ω)| ≤
∣∣∣cos

(
l
1/2
2,ω∆t

)∣∣∣ ≤ 1,

|S21(l2,ω)| ≤
∣∣∣−l1/22,ω sin

(
l
1/2
2,ω∆t

)∣∣∣ ≤ ∣∣∣l1/22,ω

∣∣∣ l1/22,ω∆t = l2,ω∆t,

|M11,ω| ≤
∆t2

2
,

|M11,ω| ≤
∆t

(pω2 + q)1/2
,

|M21,ω| ≤ ∆t.

We have multiple bounds forM11 so that different terms will have the same order of magnitude
in terms of N and ∆t. Then, for j 6= k, we have

∣∣B̄jk∣∣ ≤ ∣∣∣∣jkp̂(k − j)(pk2 + q)
∆t2

2

∣∣∣∣+

∣∣∣∣∆t22
q̂(k − j)(pk2 + q)

∣∣∣∣
+
∣∣jkp̂(k − j)(pk2 + q)∆t2

∣∣+
∣∣q̂(k − j)(pk2 + q)∆t2

∣∣
≤ 3

2
∆t2(pk2 + q) (|jkp̂(k − j)|+ |q̂(k − j)|) ,

|C̄jk| ≤
∣∣∣∣jkp̂(k − j)(pj2 + q)

∆t2

2

∣∣∣∣+

∣∣∣∣q̂(k − j)(pj2 + q)
∆t2

2

∣∣∣∣
+
∣∣jkp̂(k − j)(pj2 + q)∆t2

∣∣+
∣∣q̂(k − j)(pj2 + q)∆t2

∣∣
≤ 3

2
∆t2(pj2 + q) (|jkp̂(k − j)|+ |q̂(k − j)|) ,

|D̄jk| ≤

∣∣∣∣∣jk ∑
ω∈ÎN\{k,j}

ω2|p̂(ω − k)p̂(j − ω)|
(
2∆t2

)
+ k

∑
ω∈ÎN\{k,j}

ω|p̂(ω − k)q̂(j − ω)|
(
2∆t2

)
+ j

∑
ω∈ÎN\{k,j}

ω|q̂(ω − k)p̂(j − ω)|
(
2∆t2

)
+

∑
ω∈ÎN\{k,j}

|q̂(ω − k)q̂(j − ω)|
(
2∆t2

) ∣∣∣∣∣.
From these bounds, we obtain

‖G11‖∞
≤ max

1≤j≤N

∑
k∈ÎN\j

(p̄j2 + q̄)−1/2
∣∣Ājk + B̄jk + C̄jk + D̄jk

∣∣ (p̄k2 + q̄)−1/2
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≤ max
1≤j≤N

{
(p̄j2 + q̄)−1/2(p̄j2 + q̄)−1/2(pj2 + q)

+
3

2

∑
k∈ÎN\j

∣∣∣jkp̂(k − j)(p̄j2 + q̄)−1/2(p̄k2 + q̄)1/2∆t2
∣∣∣

+
3

2

∑
k∈ÎN\j

∣∣∣q̂(k − j)(p̄j2 + q̄)−1/2(p̄k2 + q̄)1/2∆t2
∣∣∣

+
3

2

∑
k∈ÎN\j

∣∣∣jkp̂(k − j)(p̄j2 + q̄)1/2(p̄k2 + q̄)−1/2∆t2
∣∣∣

+
3

2

∑
k∈ÎN\j

∣∣∣q̂(k − j)(p̄j2 + q̄)1/2(p̄k2 + q̄)−1/2∆t2
∣∣∣

+
∑
k∈ÎN

∣∣∣∣∣∣jk(p̄j2 + q̄)−1/2(p̄k2 + q̄)−1/2
∑

ω∈ÎN\{k,j}

ω2|p̂(ω − k)p̂(j − ω)|∆t2
∣∣∣∣∣∣

+
∑
k∈ÎN

∣∣∣∣∣∣k(p̄j2 + q̄)−1/2(p̄k2 + q̄)−1/2
∑

ω∈ÎN\{k,j}

ω|p̂(ω − k)q̂(j − ω)|∆t2
∣∣∣∣∣∣

+
∑
k∈ÎN

∣∣∣∣∣∣j(p̄j2 + q̄)−1/2(p̄k2 + q̄)−1/2
∑

ω∈ÎN\{k,j}

ω|q̂(ω − k)p̂(j − ω)|∆t2
∣∣∣∣∣∣

+
∑
k∈ÎN

∣∣∣∣∣∣(p̄j2 + q̄)−1/2(p̄k2 + q̄)−1/2
∑

ω∈ÎN\{k,j}

|q̂(ω − k)q̂(j − ω)|∆t2
∣∣∣∣∣∣
}

≤ max
1≤j≤N

{
1 +

3

2
j∆t2‖p̃‖∞(pj2 + q)−1/2

∑
k∈Ij

∣∣∣k(pk2 + q)1/2
∣∣∣

+
3

2
∆t2‖q̃‖∞(pj2 + q)−1/2

∑
k∈Ij

∣∣∣(pk2 + q)1/2
∣∣∣(3.11a)

+
3

2
j∆t2‖p̃‖∞(pj2 + q)1/2

∑
k∈Ij

∣∣∣k(pk2 + q)−1/2
∣∣∣(3.11b)

+
3

2
∆t2‖q̃‖∞(pj2 + q)1/2

∑
k∈Ij

∣∣∣(pk2 + q)−1/2
∣∣∣(3.11c)

+ j∆t2‖p̃‖2∞(pj2 + q)−1/2
∑
k∈ÎN

∣∣∣∣∣∣k(pk2 + q)−1/2
∑

ω∈Ij∩Ik

ω2

∣∣∣∣∣∣(3.11d)

+ ∆t2‖p̃‖∞‖q̃‖∞(pj2 + q)−1/2
∑
k∈ÎN

∣∣∣∣∣∣k(pk2 + q)−1/2
∑

ω∈Ij∩Ik

ω

∣∣∣∣∣∣(3.11e)

+ j∆t2‖p̃‖∞‖q̃‖∞(pj2 + q)−1/2
∑
k∈ÎN

∣∣∣∣∣∣(pk2 + q)−1/2
∑

ω∈Ij∩Ik

ω

∣∣∣∣∣∣(3.11f)
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+ ∆t2‖q̃‖2∞(pj2 + q)−1/2
∑
k∈ÎN

∣∣∣∣∣∣(pk2 + q)−1/2
∑

ω∈Ij∩Ik

1

∣∣∣∣∣∣
}
.(3.11g)

We can bound each of the summations in (3.11) as in the following examples.
•We first derive a bound for

(3.12) (pj2 + q)1/2
∑
k∈Ij

∣∣∣(pk2 + q)−1/2
∣∣∣ .

For |j| > ωmax, we have

(pj2 + q)1/2
∑
k∈Ij

∣∣∣(pk2 + q)−1/2
∣∣∣ ≤ (pj2 + q)1/2

∑
k∈Ij

1

(p(|j| − ωmax)2 + q)1/2

≤ (pj2 + q)1/2 2ωmax

(p(|j| − ωmax)2 + q)1/2
.

As |j| → ∞, we obtain

lim
j→∞

(pj2 + q)1/2
∑
k∈Ij

∣∣∣(pk2 + q)−1/2
∣∣∣ ≤ 2ωmax.

Therefore, the expression (3.12) can be bounded independently of N .
• Next, we derive a bound for

(3.13) (pj2 + q)−1/2
∑
k∈ÎN

∣∣∣∣∣∣k(pk2 + q)−1/2
∑

ω∈Ij∩Ik

ω

∣∣∣∣∣∣ .
We have

∑
k∈ÎN

∣∣∣∣∣∣k(pk2 + q)−1/2
∑

ω∈Ij∩Ik

ω

∣∣∣∣∣∣ ≤
∑
k∈ÎN

∑
ω∈Ij∩Ik

∣∣∣k(pk2 + q)−1/2ω
∣∣∣

≤
∑
ω∈Ij

|ω|
∑
k∈Iω

∣∣∣k(pk2 + q)−1/2
∣∣∣

≤
∑
ω∈Ij

|ω|
∑
η∈I0

∣∣∣(ω + η)(p(ω + η)2 + q)−1/2
∣∣∣ .

If j > 2ωmax, then ω > ωmax, and

∑
k∈ÎN

∣∣∣∣∣∣k(pk2 + q)−1/2
∑

ω∈Ij∩Ik

ω

∣∣∣∣∣∣ ≤
∑
ω∈Ij

|j + ωmax|
∑
η∈I0

∣∣∣∣ j + 2ωmax

(p(j − 2ωmax)2 + q)1/2

∣∣∣∣ .

We then have

lim
j→∞

(pj2 + q)−1/2
∑
k∈ÎN

∣∣∣∣∣∣k(pk2 + q)−1/2
∑

ω∈Ij∩Ik

ω

∣∣∣∣∣∣ ≤ 1

p̄
.
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We conclude that the expression (3.13) can also be bounded independently of N .
Using a similar approach to bound the remaining summations in (3.11), we obtain

‖G11‖∞ ≤ 1 + C11,p‖p̃‖∞∆t2N2 + C11,q‖q̃‖∞∆t2 + C11,p2‖p̃‖2∞∆t2N2

+ C11,pq‖p̃‖∞‖q̃‖∞∆t2 + C11,q2‖q̃‖2∞∆t2,

with constants C11,p, C11,q, C11,p2 , C11,pq, C11,q2 that are independent of N and ∆t, which
completes the proof.

Using the same approach, we find that the matrix G22 defined in (3.10) satisfies a bound
of the same form as that of G11 with appropriate constant factors.

LEMMA 3.2. Assume p̂(ω) = 0 and q̂(ω) = 0 for |ω| > ωmax. Then the matrix G12

defined in (3.10) satisfies

‖G12‖∞ ≤ C12,p‖p̃‖∞∆tN + C12,q‖q̃‖∞∆t+ C12,p2‖p̃‖2∞∆tN

+ C12,pq‖p̃‖∞‖q̃‖∞∆t+ C12,q2‖q̃‖2∞∆t,

where each constant is independent of N and ∆t.
Proof. From (3.7), we have

[un]T Ḡ12u
n
t =

∑
ω∈ÎN

ẑ11(ω)ẑ12(ω)(p̄ω2 + q̄) +
∑
ω∈ÎN

ẑ21(ω)ẑ22(ω)

=
∑
j∈ÎN

∑
k∈ÎN

û(−j)ût(k)
[
Ā+ B̄ + C̄ + D̄

]
jk
,

where, for j, k ∈ ÎN ,

Ājj = S11(l2,j)S12(l2,j)(p̄j
2 + q̄) + S21(l2,j)S22(l2,j)

= cos
(

(pj2 + q)1/2∆t
)

(pj2 + q)−1/2 sin
(√

pj2 + q∆t
)

(p̄j2 + q̄)

+
(
−(pj2 + q)1/2 sin

(
(pj2 + q)1/2∆t

)
cos
(√

pj2 + q∆t
))

= cos
(

(pj2 + q)1/2∆t
)

(pj2 + q)1/2 sin
(√

pj2 + q∆t
)

− (pj2 + q)1/2 sin
(

(pj2 + q)1/2∆t
)

cos
(√

pj2 + q∆t
)

= 0,

B̄jk = −jkS12(l2,k)M11,kp̂(k − j)(p̄k2 + q̄) + S12(l2,k)M11,kq̂(k − j)(p̄k2 + q̄)

− jkS22(l2,k)M21,kp̂(k − j) + S22(l2,k)M21,kq̂(k − j), j 6= k,

C̄jk = −jkS11(l2,j)M12,j p̂(k − j)(p̄j2 + q̄) + S11(l2,j)M12,j q̂(k − j)(p̄j2 + q̄)

− jkS21(l2,j)M22,j p̂(k − j) + S21(l2,j)M22,j q̂(k − j), j 6= k,

D̄jk = −jk
∑

ω∈ÎN\{k,j}

ω2p̂(j − ω)p̂(ω − k)
(
M11,ωM12,ω(p̄ω2 + q̄) +M21,ωM22,ω

)
+ (−j)

∑
ω∈ÎN\{k,j}

ωp̂(j − ω)q̂(ω − k)
(
M11,ωM12,ω(p̄ω2 + q̄) +M21,ωM22,ω

)
+ (−k)

∑
ω∈ÎN\{k,j}

ωq̂(j − ω)p̂(ω − k)
(
M11,ωM12,ω(p̄ω2 + q̄) +M21,ωM22,ω

)
+

∑
ω∈ÎN\{k,j}

q̂(j − ω)q̂(ω − k)
(
M11,ωM12,ω(p̄ω2 + q̄) +M21,ωM22,ω

)
,

http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at


ETNA
Kent State University and

Johann Radon Institute (RICAM)

148 B. RESTER, A. VASILYEVA, AND J. V. LAMBERS

with Ājk = 0 for j 6= k, and B̄jj = C̄jj = 0 for j ∈ ÎN .
To obtain an upper bound for ‖G12‖∞, we use the following bounds for Sij(l2,ω) and

Mij,ω :

|S12(l2,ω)| ≤
∣∣∣l−1/2

2,ω sin(l
1/2
2,ω∆t)

∣∣∣ ≤ ∣∣∣l−1/2
2,ω

∣∣∣ l1/22,ω∆t = ∆t,

|M11,ω| = |M22,ω| ≤
2

pω2 + q
,

|M12,ω| ≤
∆t

pω2 + q
.

Then we have

|B̄jk| ≤ 3 (|jkp̂(k − j)∆t|+ |q̂(k − j)∆t|) ,

|C̄jk| ≤ 3 (|jkp̂(k − j)∆t|+ |q̂(k − j)∆t|) ,

and

|D̄jk| ≤

∣∣∣∣∣jk ∑
ω∈ÎN\{k,j}

ω2|p̂(j − ω)p̂(ω − k)| 4∆t

pω2 + q

+ j
∑

ω∈ÎN\{k,j}

ω|p̂(j − ω)q̂(ω − k)| 4∆t

pω2 + q

+ k
∑

ω∈ÎN\{k,j}

ω|q̂(j − ω)p̂(ω − k)| 4∆t

pω2 + q

+
∑

ω∈ÎN\{k,j}

|q̂(j − ω)q̂(ω − k)| 4∆t

pω2 + q

∣∣∣∣∣.
From these bounds, we obtain

‖G12‖∞

≤ max
1≤j≤N

∑
k∈ÎN\j

∣∣∣(Ājk + B̄jk + C̄jk + D̄jk

)
(p̄j2 + q̄)−1/2

∣∣∣
≤ max

1≤j≤N

{
6
∑

k∈ÎN\j

∣∣∣jkp̂(k − j)(p̄j2 + q̄)−1/2∆t
∣∣∣

+ 6
∑

k∈ÎN\j

∣∣∣q̂(k − j)(p̄j2 + q̄)−1/2∆t
∣∣∣

+
∑

k∈ÎN\j

∣∣∣∣∣∣jk
∑

ω∈ÎN\{k,j}

ω2|p̂(j − ω)p̂(ω − k)|(p̄j2 + q̄)−1/2 4∆t

pω2 + q

∣∣∣∣∣∣
+

∑
k∈ÎN\j

∣∣∣∣∣∣j
∑

ω∈ÎN\{k,j}

ω|p̂(j − ω)q̂(ω − k)|(p̄j2 + q̄)−1/2 4∆t

pω2 + q

∣∣∣∣∣∣
+

∑
k∈ÎN\j

∣∣∣∣∣∣k
∑

ω∈ÎN\{k,j}

ω|q̂(j − ω)p̂(ω − k)|(p̄j2 + q̄)−1/2 4∆t

pω2 + q

∣∣∣∣∣∣
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+
∑

k∈ÎN\j

∣∣∣∣∣∣
∑

ω∈ÎN\{k,j}

|q̂(j − ω)q̂(ω − k)|(p̄j2 + q̄)−1/2 4∆t

pω2 + q

∣∣∣∣∣∣
}

≤ max
1≤j≤N

{
6j‖p̃‖∞(p̄j2 + q̄)−1/2∆t

∑
k∈Ij

|k|

+ 6‖q̃‖∞(p̄j2 + q̄)−1/2∆t(2ωmax)

+ j‖p̃‖2∞(p̄j2 + q̄)−1/2∆t
4

p

∑
k∈ÎN

∑
ω∈Ij∩Ik

|k|

+ ‖p̃‖∞‖q̃‖∞(p̄j2 + q̄)−1/2∆t
4

p

∑
ω∈Ij

(
2jωmax +

∑
k∈Iω

|k|

)

+ ‖q̃‖2∞(p̄j2 + q̄)−1/2∆t
4

q
(4ω2

max)

}
.

These summations can be bounded as in the proof of Lemma 3.1. As an example, we
obtain a bound for

(3.14) (p̄j2 + q̄)−1/2
∑
k∈Ij

|k| .

If |j| > ωmax, then

∑
k∈Ij

|k| =
∑
η∈I0

|j − η| =
ωmax∑
η=1

|j − η|+ |j + η| =
ωmax∑
η=1

2|j| = 2|j|ωmax.

It follows that

lim
j→∞

(p̄j2 + q̄)−1/2
∑
k∈Ij

|k| = lim
j→∞

(p̄j2 + q̄)−1/22|j|ωmax =
2ωmax

p̄
.

That is, the expression (3.14) is bounded independently of N , whereas it would be O(N) if
p(x) was not bandlimited.

Proceeding in a similar manner for the remaining summations, we conclude that there
exist constants C12,p, C12,q , C12,p2 , C12,pq , and C12,q2 such that

‖G12‖∞ ≤ C12,p‖p̃‖∞∆tN + C12,q‖q̃‖∞∆t+ C12,p2‖p̃‖2∞∆tN

+ C12,pq‖p̃‖∞‖q̃‖∞∆t+ C12,q2‖q̃‖2∞∆t,

which completes the proof.
Using the same approach, it can be shown that the matrix G21 in (3.10) satisfies a bound

of the same form as that of G12.
We now prove a result that gives us reason to believe that the second-order KSS method

applied to (2.1)–(2.3) may be unstable.
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THEOREM 3.3. Assume p̂(ω) = 0 and q̂(ω) = 0 for |ω| > ωmax. Then the solution
operator SN (∆t) satisfies

‖SN (∆t)‖CN
≤ 1 + (Cp‖p̃‖∞N + Cq‖q̃‖∞)∆t,(3.15)

where the constants Cp and Cq are independent of N and ∆t.
Proof. From∥∥∥∥[G11 G12

G21 G22

]∥∥∥∥
∞
≤ max {‖G11‖∞ + ‖G12‖∞, ‖G21‖∞ + ‖G22‖∞} ,

we have, for some k ∈ {1, 2},

‖SN (∆t)‖CN
= ‖B‖2 ≤

√
‖G‖∞ ≤

√
‖Gk1‖∞ + ‖Gk2‖∞.

From Lemma 3.1 and Lemma 3.2, we have

‖G‖∞ ≤ 1 + ∆tN
(
Ck2,p‖p̃‖∞ + Ck2,p2‖p̃‖2∞

)
+ ∆t2N2

(
Ck1,p‖p̃‖∞ + Ck1,p2‖p̃‖2∞

)
+ ∆t

(
Ck2,q‖q̃‖∞ + Ck2,pq‖p̃‖∞‖q̃‖∞ + Ck2,q2‖q̃‖2∞

)
+ ∆t2

(
Ck1,q‖q̃‖∞ + Ck1,pq‖p̃‖∞‖q̃‖∞ + Ck1,q2‖q̃‖2∞

)
.

Let

R1 = N
(
Ck2,p‖p̃‖∞ + Ck2,p2‖p̃‖2∞

)
+ Ck2,q‖q̃‖∞ + Ck2,pq‖p̃‖∞‖q̃‖∞ + Ck2,q2‖q̃‖2∞,

R2 = N2
(
Ck1,p‖p̃‖∞ + Ck1,p2‖p̃‖2∞

)
+ Ck1,q‖q̃‖∞ + Ck1,pq‖p̃‖∞‖q̃‖∞ + Ck1,q2‖q̃‖2∞,

and R = max{R1/2
2 , R1/2}. We then have

‖SN (∆t)‖CN
≤
√
‖G‖∞ ≤ 1 +R∆t ≤ 1 + (Cp‖p̃‖∞N + Cq‖q̃‖∞)∆t,

from which the result follows.
While Theorem 3.3 does not prove that the bound in (3.15) is sharp, numerical experiments

indicate that it actually is. In the case of p(x) ≡ constant, we obtain a more favorable stability
result.

COROLLARY 3.4. Assume the leading coefficient p(x) is constant. Then, under the
assumptions of Theorem 3.3,

‖SN (∆t)‖CN
≤ 1 + Cq‖q̃‖∞∆t.

Proof. Because the leading coefficient p(x) is constant, we have p̃(x) = p(x)− p̄ ≡ 0.
The result follows immediately from the last line of the proof of Theorem 3.3.

Therefore, a second-order KSS method applied to (2.1)–(2.4), under the assumptions that
p(x) is constant and q(x) is bandlimited, is unconditionally stable.

3.2. Consistency. For the remainder of this convergence analysis, we assume that the
coefficient p(x) from (2.4) is constant since stability has been proved only for this case.

Before we obtain an estimate of the local truncation error, we introduce additional notation.
We first define the restriction operator

RN f(x) = f(xN )
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and the interpolation operator

TNg = TN
[
g1

g2

]
=


∑N/2
ω=−N/2+1 e

iωxg̃1(ω)

∑N/2
ω=−N/2+1 e

iωxg̃2(ω)

 ,
where, for i = 1, 2,

g̃i(ω) =
1

N

N∑
j=1

e−iωxj [gi]j .

Then, the operator IN = TNRN onL2([0, 2π])×L2([0, 2π]) computes the Fourier interpolant
of each component function. By contrast, if we define

R̂N f(x) = R̂N
[
f1(x)
f2(x)

]
=


∑N/2
ω=−N/2+1 e

iωxN f̂1(ω)

∑N/2
ω=−N/2+1 e

iωxN f̂2(ω)

 ,
where, for i = 1, 2,

f̂i(ω) =
1

2π

∫ 2π

0

e−iωxfi(x) dx,

then the operator PN = TNR̂N on L2([0, 2π]) × L2([0, 2π]) is the orthogonal projection
operator onto span{eiωx}N/2ω=−N/2+1. Finally, the continuous approximate solution operator

S̃N (∆t) : L2([0, 2π])→ L2([0, 2π]) is defined by

S̃N (∆t) = TNSN (∆t)RN .

THEOREM 3.5. Let f ∈ Hm+1
p ([0, 2π]) × Hm

p ([0, 2π]) for m ≥ 4. Then, for the
problem (2.1)–(2.4) on the domain (0, 2π)× (0, T ), with p(x) constant and q(x) bandlimited,
the two-node block KSS method with prescribed nodes (3.6) is consistent. That is, the local
truncation error satisfies

1

∆t

∥∥∥IN exp[L̃∆t]f − S̃N (∆t)f
∥∥∥
C
≤ C1∆xm−1 + C2∆t2,

where the constants C1 and C2 are independent of ∆x and ∆t.
Proof. We split the local truncation error into two components:

E1(∆t,∆x) = IN exp(L̃∆t)f(x)− TN exp(L̃N∆t)RN f(x)

E2(∆t,∆x) = TN exp(L̃N∆t)RN f(x)− S̃N (∆t)f(x)

= TN [exp(L̃N∆t)− SN (∆t)]RN f(x).

First, we bound E1(∆t,∆x). Because of the regularity of f , we have

‖f − fN‖C ≤ C0∆xm

for some constant C0 (see [17, Theorem 2.16]). Next, we note that the exact solution
v(x, t) = exp[L̃t]f(x) has the spectral decomposition

v(x, t) =

∞∑
k=1

eµktvk(x)〈vk, f〉,
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where {µk}∞k=1 are the purely imaginary eigenvalues of L̃ and {vk(x)}∞k=1 are the cor-
responding orthonormal eigenfunctions, each of which belongs to C∞p [0, 2π]. Using this
spectral decomposition, it can be shown using an approach similar to that in [7, Section 7.2,
Theorem 6] for other hyperbolic PDEs that if f ∈ Hm+1

p ([0, 2π]) × Hm
p ([0, 2π]), then

v(x, t) ∈ L2(0, T,Hm+1
p ([0, 2π])×Hm

p ([0, 2π])). That is, the regularity of f(x) is preserved
in v(x,∆t) for each fixed ∆t > 0. Therefore, there exists a constant CT such that

(3.16) ‖(I − IN )v(·,∆t)‖C ≤ CT∆xm, 0 < ∆t ≤ T.

Using an approach based on [2] and applied in [33], we write E1(∆t,∆x) as

eN (x, t) = INv(x, t)− TN exp(L̃N t)RN f(x)

= INv(x, t)− exp(IN L̃t)IN f(x) .

Then, eN (x, t) solves the IVP

∂

∂t
eN = IN L̃eN + IN L̃(I − IN )v, eN (x, 0) = 0,

and therefore

eN (x,∆t) =

∫ ∆t

0

eIN L̃(∆t−τ)IN L̃(I − IN )v(x, τ) dτ.

From (3.16) and applying [7, Section 7.2, Theorem 6], it follows that

‖E1(∆t,∆x)‖C = ‖eN (x,∆t)‖C

≤ ∆t max
0≤τ≤∆t

∥∥∥IN L̃eIN L̃(∆t−τ)(I − IN )v(·, τ)
∥∥∥
C

≤ C1∆t∆xm−1,

where the constantC1 is independent of ∆x and ∆t. Here we note that because the coefficients
of L are assumed to be constant or bandlimited, E1(∆t,∆x) does not include an aliasing
error.

Now, we examine E2(∆t,∆x). If we let

RN f =

[
fN,1
fN,2

]
, E2(∆t,∆x) = TN

[
eN,1
eN,2

]
,

then we have

eN,1 = [cos(L
1/2
N ∆t)− SN,11(∆t)]fN,1 + [L

−1/2
N sin(L

1/2
N ∆t)− SN,12(∆t)]fN,2,

eN,2 = [−L1/2
N sin(L

1/2
N ∆t)− SN,21(∆t)]fN,1 + [cos(L

1/2
N ∆t)− SN,22(∆t)]fN,2.

We have, by Parseval’s identity,

‖E2(∆t,∆x)‖2C = 2π

N/2∑
ω=−N/2+1

(pω2 + q)

∣∣∣∣ 1

N
êHω eN,1

∣∣∣∣2 +

∣∣∣∣ 1

N
êHω eN,2

∣∣∣∣2 .
For each ω = −N/2 + 1, . . . , N/2 and i, j = 1, 2, we use the polynomial interpolation error
in SN,ij to obtain
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êHω eN,1 =
1

2

∂2

∂λ2

[
cos(λ1/2∆t)

]∣∣∣∣
λ=ξω,11

êHω (LN − l1,ωI)(LN − l2,ωI)fN,1

+
1

2

∂2

∂λ2

[
λ−1/2 sin(λ1/2∆t)

]∣∣∣∣
λ=ξω,12

êHω (LN − l1,ωI)(LN − l2,ωI)fN,2,

êHω eN,2, =
1

2

∂2

∂λ2

[
−λ1/2 sin(λ1/2∆t)

]∣∣∣∣
λ=ξω,21

êHω (LN − l1,ωI)(LN − l2,ωI)fN,1

+
1

2

∂2

∂λ2

[
cos(λ1/2∆t)

]∣∣∣∣
λ=ξω,22

êHω (LN − l1,ωI)(LN − l2,ωI)fN,2,

where ξω,ij ∈ [l1,ω, l2,ω], for i, j = 1, 2. In view of the regularity of f(x) and the fact that LN
is a discretization of a second-order differential operator with bandlimited coefficients and a
constant leading coefficient, we have∣∣∣∣ 1

N
êH0 (LN − l1,0I)(LN − l2,0I)fN,j

∣∣∣∣ =

∣∣∣∣ 1

N
(LN q̃N )T fN,j

∣∣∣∣ ≤ ‖LN q̃N‖∞‖fN,j‖∞.

It follows that there exist constants Cij , for i, j = 1, 2, independent of N and ∆t, such that

q̄1/2

∣∣∣∣ 1

N
êH0 eN,1

∣∣∣∣ ≤ ∆t4C11 + ∆t5C12,∣∣∣∣ 1

N
êH0 eN,2

∣∣∣∣ ≤ ∆t3C21 + ∆t4C22,

and for ω = −N/2 + 1, . . . ,−1, 1, . . . , N/2, by a Taylor expansion of the sines and cosines
in êHω eN,1 and êHω eN,2, we have

(p̄ω2 + q̄)1/2

∣∣∣∣ 1

N
êHω eN,1

∣∣∣∣ ≤ ∆t4
C11

|ω|m−2
+ ∆t5

C12

|ω|m−3
,∣∣∣∣ 1

N
êHω eN,2

∣∣∣∣ ≤ ∆t3
C21

|ω|m−1
+ ∆t4

C22

|ω|m−2
.

It is important to note that because the leading coefficient p(x) of L is constant, we have
(LN − l2,ωI)êω = q̃N ◦ êω , where ◦ denotes componentwise multiplication. Therefore, this
expression is bounded independently of ω.

Finally, we obtain

‖E2(∆t,∆x)‖C

≤ ∆t3√
2π

[
C2

11∆t2

(
1 + 2

∞∑
ω=1

ω4−2m

)
+ 2C11C12∆t3

(
1 + 2

∞∑
ω=1

ω5−2m

)

+ C2
12∆t4

(
1 + 2

∞∑
ω=1

ω6−2m

)
+ C2

21

(
1 + 2

∞∑
ω=1

ω2−2m

)

+ 2C21C22∆t

(
1 + 2

∞∑
ω=1

ω3−2m

)
+ C2

22∆t2

(
1 + 2

∞∑
ω=1

ω4−2m

)]1/2

≤ C2∆t3.

Since m ≥ 4, it follows that all of the summations over ω converge to a sum that can be
bounded independently of N . We conclude that the constant C2 is independent of ∆x and ∆t.
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3.3. Convergence. Now we can prove that the second-order KSS method converges for
the problem (2.1)–(2.4) in the case of p(x) being constant and q(x) bandlimited. We say that
a method is convergent of order (m,n) if there exist constants Ct and Cx, independent of the
time step ∆t and the grid spacing ∆x = 2π/N , such that

‖u(·, t)− uN (·, t)‖C ≤ Ct∆tm + Cx∆xn, 0 ≤ t ≤ T,

where u(x, t) is the exact solution and uN (x, t) is the approximate solution computed using
an N -point grid.

THEOREM 3.6. Under the assumptions of Theorem 3.5, the two-node block KSS method
with prescribed nodes (3.6) is convergent of order (2,m− 1).

Proof. We recall that the operator S(∆t) from (3.4) is the exact solution operator for the
problem (2.1)–(2.4). For any nonnegative integer n and fixed grid size N , we define

En = ‖INS(∆t)nf − S̃N (∆t)nIN f‖C .

Then, by Theorem 3.5 and Corollary 3.4, there exist constants C1, C2, and Cq such that

En+1 = ‖INS(∆t)n+1f − S̃N (∆t)n+1IN f‖C
= ‖INS(∆t)S(∆t)nf − S̃N (∆t)S̃N (∆t)nIN f‖C
= ‖INS(∆t)S(∆t)nf − S̃N (∆t)S(∆t)nf

+ S̃N (∆t)S(∆t)nf − S̃N (∆t)S̃N (∆t)nIN f‖C
≤ ‖INS(∆t)S(∆t)nf − S̃N (∆t)S(∆t)nf‖C

+ ‖S̃N (∆t)[INS(∆t)nf − S̃N (∆t)nIN f ]‖C
≤ ‖INS(∆t)S(∆t)nf − S̃N (∆t)S(∆t)nf‖C

+ ‖TNSN (∆t)RN [INS(∆t)nf − S̃N (∆t)nIN f ]‖C
≤ ‖INS(∆t)S(∆t)nf − S̃N (∆t)S(∆t)nf‖C

+ ‖TNSN (∆t)R̂N [INS(∆t)nf − S̃N (∆t)nIN f ]‖C
≤ ‖INS(∆t)u(·, tn)− S̃N (∆t)INu(·, tn)‖C + ‖SN (∆t)‖CN

En

≤ C1∆t3 + C2∆t∆xm−1 + (1 + Cq‖q̃‖∞∆t)En.

It follows that

En ≤
eCq‖q̃‖∞T − 1

1 + Cq‖q̃‖∞∆t− 1
(C1∆t3 + C2∆t∆xm−1) ≤ C̃1∆t2 + C̃2∆xm−1

for some constants C̃1 and C̃2 that depend only on T . We conclude that

‖u(·, tn)− uN (·, tn)‖C ≤ ‖INu(·, tn)− uN (·, tn)‖C + ‖(I − IN )u(·, tn)‖C
≤ C̃1∆t2 + C̃2∆xm−1 + C̃3∆xm.

4. Numerical experiments. We now perform some numerical experiments to corroborate
the theory presented in Section 3. For each test case, the relative error was estimated using
the `2-norm, in comparison to a reference solution computed by the MATLAB ODE solver
ode15s [32], with absolute and relative tolerances set to 10−12.
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4.1. Constant leading coefficient. We consider the initial value problem

(4.1) utt + Lu = 0, 0 < x < 2π, t > 0,

where L is of the form (2.4) with

p(x) = 1,(4.2)

q(x) = 1 +
1

2
sinx+

1

4
cos 2x+

1

8
sin 3x.(4.3)

The initial conditions are

u(x, 0) =

{
1− 2

π |x− π| π/2 ≤ x ≤ 3π/2,

0 0 ≤ x < π/2. 3π/2 < x < 2π,
(4.4)

ut(x, 0) = 0, 0 < x < 2π,(4.5)

and we impose periodic boundary conditions. We note that the initial data belongs to
Hm+1
p ([0, 2π]) × Hm

p ([0, 2π]) for m = 1, which is not sufficiently regular to satisfy the
assumptions of Theorem 3.5.

The results are presented in Table 4.1. As predicted by Theorem 3.5 and Corollary 3.4, we
observe second-order accuracy in time, in spite of the low regularity of the initial data, even
when the CFL limit is exceeded by using the same time step as the spatial resolution increases.

TABLE 4.1
Relative errors in the solution of (4.1)–(4.5) with periodic boundary conditions on the domain (0, 2π)×(0, 10),

using the second-order KSS method described in Section 3 with N grid points and time step ∆t.

∆t N = 256 N = 512 N = 1024 N = 2048

π/128 1.38e-04 1.33e-04 1.30e-04 1.29e-04
π/256 3.32e-05 3.24e-05 3.25e-05 3.20e-05
π/512 8.04e-06 8.49e-06 8.27e-06 8.08e-06

4.2. Variable leading coefficient. We now solve the problem (4.1), with

(4.6) p(x) = 1− 1

2
sinx+

1

4
cos 2x

and initial conditions

(4.7) u(x, 0) = e−(x−π)2 , ut(x, 0) = 0, 0 < x < 2π.

The results are illustrated in Figures 4.1 and 4.2. We see that when the CFL number is larger
than one, the method is unstable as high-frequency components quickly become the dominant
terms of the solution, and their amplitudes grow without bound. On the other hand, when the
CFL number is less than one, the solution is well-behaved.

The results of the experiments illustrated in Figures 4.1 and 4.2 are summarized in
Table 4.2. As ∆t is further decreased, the error in the second-order KSS method decreases
asO(∆t2). The problem is also solved with ode15s, with its MaxStep and InitialStep
parameters set to the value of each time step ∆t used with KSS, in order to examine the
behavior of the error as the maximum time step approaches zero. It is worth noting that
ode15s employs adaptive time stepping while this implementation of KSS does not; adaptive
time stepping for KSS methods was investigated in [5]. We observe that regardless of the
maximum time step, ode15s produces a solution that is slightly more accurate than that
of KSS, but KSS is significantly more efficient as long as the (fixed) time step is chosen
sufficiently small.
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FIG. 4.1. Solutions of (4.1), (4.3), (4.6), (4.7) on the domain (0, 2π) × (0, 1) using the second-order KSS
method described in Section 3 with N = 256 grid points and time step CFL number ≈ 1.74.

TABLE 4.2
Errors and timing for the examples from Figures 4.1 and 4.2.

KSS ode15s

N ∆t error time error time
π/128 – – 1.530e-05 1.284

256 π/256 8.610e-05 0.006 1.282e-05 1.102
π/512 1.941e-05 0.012 1.431e-05 1.099

4.3. Generalizations. In this paper, we have limited our analysis to the wave equation in
one space dimension with periodic boundary conditions and spatial differentiation performed
using the FFT. We now consider some variations of this problem, to investigate whether our
conclusions may apply more broadly.

4.3.1. Finite differencing in space. We solve the problem (4.1), (4.2), (4.3), (4.7) on the
domain (0, 2π)× (0, 10) with periodic boundary conditions and using centered differencing
in space. Because of the change of spatial discretization, we modify the interpolation points
from (3.6) by prescribing

(4.8) l2,ω = p
2− 2 cos(ω∆x)

∆x2
+ q, ω = −N/2 + 1, . . . , N/2.

The results are shown in Table 4.3. It can be seen that the same unconditional stability that was
established for spectral differentiation applies in the case of finite differencing, as an accurate
solution is obtained even when the CFL number is as large as eight.
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FIG. 4.2. Solutions of (4.1), (4.3), (4.6), (4.7) on the domain (0, 2π) × (0, 1) using the second-order KSS
method described in Section 3 with N = 256 grid points and time step CFL number ≈ 0.87.

TABLE 4.3
Relative errors in the solution of (4.1), (4.2), (4.3), (4.7) with periodic boundary conditions on the domain

(0, 2π)× (0, 10) using the second-order KSS method described in Section 3 withN grid points, time step ∆t, central
differencing in space, and interpolation points (4.8).

∆t N = 256 N = 512 N = 1024 N = 2048

π/128 1.00e-04 1.00e-04 1.00e-04 1.00e-04
π/256 2.47e-05 2.48e-05 2.48e-05 2.47e-05
π/512 6.15e-06 6.16e-06 6.15e-06 6.15e-06

4.3.2. Other boundary conditions. We repeat the problem from Section 4.3.1, except
now with homogeneous Dirichlet boundary conditions. The interpolation points from (3.6) are
modified as follows:

(4.9) l2,ω = p
2− 2 cos(ω∆x/2)

∆x2
+ q, ω = 0, 1, 2, . . . , N − 1.

As in the case of periodic boundary conditions, unconditional stability is indicated by the
results, presented in Table 4.4.

4.3.3. Higher space dimension. We solve a two-dimensional wave equation

(4.10) utt + Lu = 0, 0 < x, y < 2π, 0 < t < 10,

where the differential operator L is defined by

(4.11) Lu = −∆u+ q(x, y)u,
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TABLE 4.4
Relative errors in the solution of (4.1), (4.2), (4.3), (4.7) with homogeneous Dirichlet boundary conditions on

the domain (0, 2π)× (0, 10) using the second-order KSS method described in Section 3 with N grid points, time
step ∆t, central differencing in space, and interpolation points (4.9).

∆t N = 256 N = 512 N = 1024 N = 2048

π/128 1.53e-04 1.53e-04 1.53e-04 1.53e-04
π/256 3.85e-05 3.85e-05 3.85e-05 3.86e-05
π/512 9.67e-06 9.67e-06 9.67e-06 9.68e-06

with

(4.12) q(x, y) = 1 +
1

2
sinx cos y +

1

4
cos 2y +

1

8
sin 3x.

Our initial conditions are

(4.13) u(x, y, 0) = e−(x−π)2+(y−π)2 , ut(x, y, 0) = 0, 0 < x, y < 2π,

and we impose periodic boundary conditions. For the spatial discretization, we use an N ×N
grid with spacing ∆x = ∆y = 2π/N and centered differencing in space. This leads to the
choice of interpolation points

(4.14) l1,ω1,ω2
= 0, l2,ω1,ω2

=
1

∆x2
[4− 2 cos(ω1∆x)− 2 cos(ω2∆y)] + q,

for ω1, ω2 = −N/2 + 1, . . . , N/2, where q is the average value of q(x, y) on (0, 2π)2. The
results, shown in Table 4.5, indicate that unconditional stability holds again as the CFL number
exceeds one without loss of accuracy or stability.

TABLE 4.5
Relative errors in the solution of (4.10), (4.12), (4.13) with periodic boundary conditions on the domain

(0, 2π)2 × (0, 10) using the second-order KSS method described in Section 3 with N grid points per dimension, time
step ∆t, central differencing in space, and interpolation points (4.14).

∆t N = 16 N = 32 N = 64 N = 128

π/8 3.83e-02 4.14e-02 3.95e-02 3.84e-02
π/16 8.69e-03 8.80e-03 8.30e-03 8.06e-03
π/32 2.01e-03 1.95e-03 1.84e-03 1.78e-03

4.4. Non-bandlimited coefficients. We now carry out further investigation of the per-
formance of KSS on problems beyond those considered in the convergence analysis from
Section 3.

We consider the problem (4.1), (4.2), (4.4), (4.5) with periodic boundary conditions, first
with

(4.15) q(x) =

{
1 + 1

2 sinx 0 ≤ x < π,

1− 1
2 sin 2x π ≤ x < 2π,

which is constructed to be continuous but not differentiable at x = π, and then with

(4.16) q(x) =

{
3/2 0 ≤ x < π,

1/2 π ≤ x < 2π.
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TABLE 4.6
Relative errors in the solution of (4.1), (4.2), (4.4), (4.5), (4.15), with periodic boundary conditions on the

domain (0, 2π)× (0, 1) using the second-order KSS method described in Section 3 with N grid points, time step ∆t,
and central differencing in space.

∆t N = 256 N = 512 N = 1024 N = 2048

π/128 5.331e-05 5.452e-05 5.342e-05 5.220e-05
π/256 1.297e-05 1.336e-05 1.393e-05 1.381e-05
π/512 3.219e-06 3.396e-06 3.597e-06 3.531e-06

TABLE 4.7
Relative errors in the solution of (4.1), (4.2), (4.4), (4.5), (4.16) with periodic boundary conditions on the

domain (0, 2π)× (0, 1) using the second-order KSS method described in Section 3 with N grid points, time step ∆t,
and central differencing in space.

∆t N = 256 N = 512 N = 1024 N = 2048

π/128 5.891e-05 6.005e-05 5.917e-05 5.783e-05
π/256 1.417e-05 1.464e-05 1.533e-05 1.516e-05
π/512 3.574e-06 3.758e-06 3.924e-06 3.870e-06

As shown in Tables 4.6 and 4.7, the KSS method maintains stability and second-order accuracy
in time. Based on these numerical results, we seek to strengthen the result of Corollary 3.4 by
weakening the assumption about the regularity of q(x).

THEOREM 4.1. Assume p(x) ≡ constant, q(x) is 2π-periodic, and q′′(x) is piecewise C1.
Then the solution operator SN (∆t) satisfies

‖SN (∆t)‖CN
≤ 1 + Cq‖q̃‖∞∆t,(4.17)

where the constant Cq is independent of N and ∆t.
Proof. The proof begins as in that of Theorem 3.3 and its supporting lemmas. We then

have

‖G11‖∞

≤ max
j∈ÎN

{
1 +

3

2

∑
k∈ÎN\j

∣∣∣q̂(k − j)(p̄j2 + q̄)−1/2(p̄k2 + q̄)1/2∆t2
∣∣∣

+
3

2

∑
k∈ÎN\j

∣∣∣q̂(k − j)(p̄j2 + q̄)1/2(p̄k2 + q̄)−1/2∆t2
∣∣∣

+
∑
k∈ÎN

∣∣∣∣∣∣(p̄j2 + q̄)−1/2(p̄k2 + q̄)−1/2
∑

ω∈ÎN\{k,j}

|q̂(ω − k)q̂(j − ω)|∆t2
∣∣∣∣∣∣
}
.

(4.18)

By the assumptions on q(x), it follows from [16, Theorem A.1.3] that there exists a constant
Cq such that

|q̂(ω)| ≤ Cq
|ω|3 + 1

.

Therefore, if we define

C0 = sup
ω∈Z\{0}

|q̂(ω)(|ω|3 + 1)|
‖q̃‖∞

,
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it follows that for ω 6= 0,

(4.19) |q̂(ω)| ≤ C0‖q̃‖∞
|ω|3 + 1

.

To bound the first summation in (4.18), we consider

∑
k∈ÎN\j

∣∣∣∣∣q̂(k − j)
√
p̄k2 + q̄

p̄j2 + q̄

∣∣∣∣∣ ≤ C0‖q̃‖∞√
p̄j2 + q̄

∑
k∈ÎN\j

√
p̄k2 + q̄

|j − k|3 + 1

≤ C0‖q̃‖∞√
p̄j2 + q̄

∑
k∈ÎN\j

√
p̄|k|

|j − k|3 + 1
+

√
q̄

|j − k|3 + 1
.(4.20)

From ∑
k∈ÎN\j

|k|
|j − k|3 + 1

≤ max{2, |j|}+
∑

k∈ÎN ,|k−j|>1

|k|
|j − k|3 + 1

≤ max{2, |j|}+ 2

N∑
u=2

u

u3 + 1
+
|j|

u3 + 1

≤ max{2, |j|}+ 2

∫ ∞
1

u−2 + |j|u−3 du

≤ max{2, |j|}+ 2

(
1 +
|j|
2

)
,

we can conclude that the expression from (4.20) is bounded independently of N .
Next, we show that the second summation from (4.18),∑

k∈ÎN\j

∣∣∣q̂(k − j)(p̄j2 + q̄)1/2(p̄k2 + q̄)−1/2∆t2
∣∣∣ ,(4.21)

can also be bounded independently of N . Applying (4.19), we focus on∑
k∈ÎN\j

∣∣∣q̂(k − j)(p̄k2 + q̄)−1/2
∣∣∣ ≤ ∑

k∈ÎN\j

(p̄k2 + q̄)−1/2

|j − k|3 + 1

≤ 1

(|j|3 + 1)q̄
+

1√
p̄

∑
k∈ÎN\{0,j}

1

|j − k|3|k|
.(4.22)

If j = 0, then we have ∑
k∈ÎN\0

1

|k|3|k|
≤ 2

(∫ ∞
1

1

k4
dk + 1

)
≤ 8

3
.

If j > 0, then we bound the final summation in (4.22) as follows:

−1∑
k=−N

2 +1

1

(j − k)3(−k)
≤ 1

(j + 1)3
+

∫ −1

−∞

1

(j − k)3(−k)
dk

≤ 1

(j + 1)3
− 3j + 2

2j2(j + 1)2
+

ln |j + 1|
j3

,
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j−1∑
k=1

1

(j − k)3k
≤ 1

j − 1
+

1

(j − 1)3
+

∫ j−1

1

1

(j − k)3k
dk

≤ 1

j − 1
+

1

(j − 1)3
+
j3 − 6j + 4

2j2(j − 1)2
+

2 ln |j − 1|
j3

,

N/2∑
k=j+1

1

(k − j)3k
≤ 1

(j + 1)
+

∫ ∞
j+1

1

(k − j)3k
dk

≤ 1

(j + 1)
+

ln |j + 1|
j3

− 1

j2
+

1

2j
.

As all of these portions of (4.22) are O(j−1), we find that (4.21) is bounded independently
of N .

Finally, we consider the third summation from (4.18),

∑
k∈ÎN

∣∣∣∣∣∣(p̄j2 + q̄)−1/2(p̄k2 + q̄)−1/2
∑

ω∈ÎN\{k,j}

|q̂(ω − k)q̂(j − ω)|∆t2
∣∣∣∣∣∣ .(4.23)

Applying (4.19) to the sum over ω, we then focus on bounding

(4.24)
∑

ω∈ÎN\{k,j}

1

|ω − k|3|j − ω|3
.

Let z ≡ k − j > 1, and let m = b(j + k)/2c. We then have∑
ω∈ÎN\{k,j}

1

|ω − k|3|j − ω|3

≤ 2

|j − 1− k|3
+

2

|j + 1− k|3
+

∫ j−1

−∞

1

[(k − ω)(j − ω)]3
dω

+

∫ m

j+1

1

[(ω − k)(j − ω)]3
dω +

∫ k−1

m+1

1

[(ω − k)(j − ω)]3
dω

+

∫ ∞
k+1

1

[(ω − k)(ω − j)]3
dω

≤ 2

|z + 1|3
+

2

|z − 1|3
+

2z2 − 2z2

(z−1)2 −
12z
z−1 + 24 ln |z − 1|
2z5

+

z2

(−z
2 −1)2

− z2

( z
2−1)2 −

6z
(−z

2 −1)
− 6z

( z
2−1) − 12 ln | z2 + 1|+ 12 ln |−z2 + 1|

2z5

≤ C̃z−3

for some constant C̃. By symmetry, the case of z < 1 is identical, and by direct evaluation,
the terms corresponding to |z| ≤ 1 are bounded independently of j. Summing the bounds
for (4.24) over all z ∈ Z, we conclude that (4.23) is bounded independently of N and is of the
order O(∆t2).

In summary, there exist constants C11,q and C11,q2 , independent of N and ∆t, such that

‖G11‖∞ ≤ 1 + C11,q‖q̃‖∞∆t2 + C11,q2‖q̃‖2∞∆t2.
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Using the same approach, we find that the matrix G22 defined in (3.10), with the assumption
that p(x) is constant, satisfies a bound of the same form as that of G11 with appropriate
constant factors.

Proceeding as in the proof of Lemma 3.2, we have

‖G12‖∞ ≤ max
1≤j≤N

{
6
∑

k∈ÎN\j

∣∣∣q̂(k − j)(p̄j2 + q̄)−1/2∆t
∣∣∣

+
∑

k∈ÎN\j

∣∣∣∣∣∣
∑

ω∈ÎN\{k,j}

|q̂(j − ω)q̂(ω − k)|(p̄j2 + q̄)−1/2 4∆t

pω2 + q

∣∣∣∣∣∣
}
.

These summations can be bounded using the same approach as in the case ofG11, and therefore
there exist constants C12,q and C12,q2 independent of N and ∆t such that

‖G12‖∞ ≤ C12,q‖q̃‖∞∆t+ C12,q2‖q̃‖2∞∆t.

The same approach can also be used to show that the matrixG21 in (3.10), under the assumption
that p(x) is constant, satisfies a bound of the same form as that of G12. Proceeding as in the
proof of Theorem 3.3 yields (4.17).

We now present numerical evidence that the conclusion of Theorem 4.1 holds under an
even weaker assumption about the regularity of q(x). Table 4.8 shows that for the differential
operator (2.4), with p(x) constant and q(x) piecewise constant, ‖SN (∆t)‖CN

appears to be
bounded independently of N . Unfortunately, such a bound cannot be proved using the same
approach as in the proof of Theorem 4.1 as the upper bound established is not sufficiently
sharp.

TABLE 4.8
‖SN (∆t)‖CN

for various values ofN and ∆t, where SN (∆t), as defined in (3.5), is the approximate solution
operator for the KSS method described in Section 3 for the problem (4.1), (4.2), (4.4), (4.5), (4.16).

∆t N = 256 N = 512 N = 1024

1 1.272444 1.272439 1.272438
0.1 1.025053 1.025047 1.025045
0.01 1.002502 1.002502 1.002501
0.001 1.000250 1.000250 1.000250

4.5. Comparison with Krylov solvers. We will now compare the performance of our
KSS method with an implicit time-stepping method in which a Krylov subspace method is
used to solve systems of linear equations. We consider the problem (4.1), (4.2), (4.4), (4.5),
(4.15) with periodic boundary conditions.

After spatial discretization, we solve the system of ODEs (3.3) using the trapezoidal rule
for time stepping, which requires solving the systems of linear equations

(4.25)
(
I2N −

∆t

2
L̃N

)
vn+1
N =

(
I2N +

∆t

2
L̃N

)
vnN , n = 0, 1, 2, . . .

To solve each system, we use GMRES with ILU(0) preconditioning [31]. The results are
presented in Table 4.9. We observe that the trapezoidal rule is not nearly as accurate as KSS,
even when the system (4.25) is solved to very high accuracy. Furthermore, the accuracy
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deteriorates as the grid size increases, and second-order accuracy is not maintained. This is
due to the fact that the initial data, and therefore the solution, is not smooth; with smooth
initial data, the trapezoidal rule is more accurate and does not lose accuracy as N increases,
though it is still not as accurate as KSS.

Finally, the number of iterates needed for convergence by GMRES, though reduced to
some extent by the preconditioning, still increases with both N and ∆t (whether the initial
data is smooth or not), while the number of FFTs or matrix-vector multiplications required
by KSS are not influenced by these parameters. Similar results were obtained when using
BiCGSTAB in place of GMRES, except that, on average, even more iterations were required
for convergence.

TABLE 4.9
Relative errors, execution times in seconds, and average iteration counts in the solution of (4.1), (4.2), (4.4),

(4.5), (4.15) with periodic boundary conditions on the domain (0, 2π)× (0, 1) using the second-order KSS method
described in Section 3 (labeled “KSS”) and the trapezoidal rule with GMRES and ILU preconditioning (labeled

“GMRES”). Both methods use N grid points, time step ∆t, and central differencing in space.

KSS GMRES
N ∆t error time error time iter.

π/64 2.313e-04 0.001 4.685e-02 0.009 8
π/128 5.891e-05 0.001 2.091e-02 0.013 5

256 π/256 1.417e-05 0.002 1.080e-02 0.024 4
π/512 3.574e-06 0.004 2.979e-03 0.044 3
π/1024 8.958e-07 0.008 7.153e-04 0.087 3
π/2048 2.242e-07 0.015 1.844e-04 0.176 3
π/64 2.203e-04 0.001 3.714e-02 0.022 13
π/128 6.005e-05 0.002 2.574e-02 0.032 9

512 π/256 1.464e-05 0.004 1.210e-02 0.050 6
π/512 3.758e-06 0.007 4.789e-03 0.084 4
π/1024 9.518e-07 0.015 1.921e-03 0.145 3
π/2048 2.393e-07 0.029 5.675e-04 0.292 3
π/64 2.112e-04 0.001 4.279e-02 0.073 22
π/128 5.917e-05 0.002 2.155e-02 0.112 16

1024 π/256 1.533e-05 0.004 1.508e-02 0.177 10
π/512 3.924e-06 0.007 7.994e-03 0.318 7
π/1024 9.764e-07 0.015 3.316e-03 0.585 5
π/2048 2.428e-07 0.031 1.304e-03 1.134 4

4.6. Comparison with exponential integrators. Next, we apply our KSS method to
a nonlinear problem and compare its performance to that of exponential integrators that
employ Krylov subspace methods to evaluate matrix function-vector products. We consider
the Klein-Gordon equation [13]

(4.26) utt = uxx − u3, 0 < x < 2π, t > 0,

with initial conditions (4.4), (4.5) and periodic boundary conditions. The second-order KSS
method described in Section 3 is compared with the following methods:

• A Gautschi-type method presented in [12, 18], in which matrix function-vector
products are computed by applying Lanczos iteration, as described in [19]. This
method will be referred to as “Gautschi-Krylov”.
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• The exponential Euler method [27], with matrix function-vector products computed
using an adaptive Krylov iteration from [26]. This method will be referred to as
“adaptive Krylov”.

The results are shown in Table 4.10. For the Gautschi-Krylov and adaptive Krylov methods,
the iteration counts reported in the table refer to the average number of matrix-vector multi-
plications performed in the course of approximating matrix function-vector products. For all
three methods, the following computational expense is incurred during each time step:

• For KSS, three matrix-vector multiplications, three FFTs, and two inverse FFTs, in
the course of approximating four matrix function-vector products with an N ×N
matrix.

• For Gautschi-Krylov, two matrix function-vector products, each involving, on average,
the number of matrix-vector multiplications reported in Table 4.10 with an N ×N
matrix.

• For adaptive Krylov, one matrix function-vector product, involving, on average, the
number of matrix-vector multiplications reported in Table 4.10 with a 2N × 2N
matrix.

As can be seen in the table, the number of matrix function-vector products required by the
Gautschi-Krylov and adaptive Krylov methods increases with N and ∆t. The accuracy of the
KSS and adaptive Krylov method is comparable, while Gautschi-Krylov is somewhat more
accurate than both, but KSS is significantly faster than both.

TABLE 4.10
Relative errors, execution times in seconds, and iteration counts in the solution of (4.4), (4.5), (4.26) with

periodic boundary conditions on the domain (0, 2π) × (0, 1) using the second-order KSS method described in
Section 3 (labeled “KSS”), the Gautschi-type method from [12, 18] (labeled “Gautschi-Krylov”), and the exponential
Euler method [27] with adaptive Krylov iteration [26] (labeled “Adaptive Krylov”). All methods use N grid points,
time step ∆t, and central differencing in space.

KSS Gautschi-Krylov Adaptive Krylov
N ∆t error time error time iter. error time iter.

π/64 5.441e-04 0.001 1.796e-04 0.013 8 4.967e-04 0.037 16
π/128 1.353e-04 0.001 4.309e-05 0.015 6 1.315e-04 0.049 11

256 π/256 3.328e-05 0.002 1.036e-05 0.024 5 3.304e-05 0.084 8
π/512 8.430e-06 0.004 2.533e-06 0.033 4 8.384e-06 0.161 7
π/1024 2.105e-06 0.008 6.346e-07 0.055 4 2.099e-06 0.277 6
π/2048 5.258e-07 0.016 1.588e-07 0.095 3 5.248e-07 0.542 5
π/64 5.221e-04 0.001 1.616e-04 0.025 12 4.919e-04 0.059 21
π/128 1.376e-04 0.002 4.434e-05 0.028 9 1.307e-04 0.074 15

512 π/256 3.351e-05 0.003 1.068e-05 0.036 7 3.285e-05 0.109 11
π/512 8.375e-06 0.006 2.600e-06 0.059 6 8.331e-06 0.191 8
π/1024 2.090e-06 0.012 6.228e-07 0.090 5 2.085e-06 0.360 7
π/2048 5.223e-07 0.025 1.575e-07 0.148 4 5.216e-07 0.645 6
π/64 5.158e-04 0.002 1.614e-04 0.110 18 4.893e-04 0.099 35
π/128 1.348e-04 0.004 4.103e-05 0.073 12 1.299e-04 0.137 22

1024 π/256 3.358e-05 0.008 1.066e-05 0.075 9 3.267e-05 0.192 15
π/512 8.423e-06 0.015 2.663e-06 0.089 7 8.293e-06 0.299 11
π/1024 2.087e-06 0.031 6.429e-07 0.138 6 2.076e-06 0.502 9
π/2048 5.201e-07 0.063 1.512e-07 0.228 5 5.191e-07 0.866 7
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Next, we consider another Klein-Gordon equation,

(4.27) utt = (p(x)ux)x − q(x)u− u3, 0 < x < 2π, t > 0,

with p(x) from (4.6), q(x) from (4.3), initial conditions (4.4), (4.5), and periodic boundary
conditions. The results are shown in Table 4.11. We see that the KSS method cannot produce
an accurate solution when ∆t > ∆x; the method is unstable in this case due to p(x) varying
with x. For ∆t sufficiently small, KSS exhibits second-order accuracy, and an accuracy
comparable to that of the adaptive Krylov method. The Gautschi-Krylov method is the most
accurate method of the three, but KSS, when stable, is able to deliver higher accuracy in less
time.

TABLE 4.11
Relative errors, execution times in seconds, and iteration counts in the solution of (4.4), (4.5), (4.27) with

periodic boundary conditions on the domain (0, 2π) × (0, 1) using the second-order KSS method described in
Section 3 (labeled “KSS”), the Gautschi-type method from [12, 18] (labeled “Gautschi-Krylov”), and the exponential
Euler method [27] with adaptive Krylov iteration [26] (labeled “Adaptive Krylov”). All methods use N grid points,
time step ∆t, and central differencing in space.

KSS Gautschi-Krylov Adaptive Krylov
N ∆t error time error time iter. error time iter.

π/64 – – 4.011e-04 0.008 7 1.076e-03 0.025 11
π/128 2.887e-04 0.001 1.079e-04 0.010 5 2.817e-04 0.042 8

256 π/256 7.117e-05 0.003 2.738e-05 0.014 4 7.031e-05 0.071 6
π/512 1.788e-05 0.005 7.010e-06 0.025 4 1.778e-05 0.137 5
π/1024 4.455e-06 0.011 1.755e-06 0.043 3 4.442e-06 0.224 4
π/2048 1.112e-06 0.021 4.391e-07 0.087 3 1.110e-06 0.352 3
π/64 – – 4.010e-04 0.019 10 1.076e-03 0.051 20
π/128 – – 1.079e-04 0.019 7 2.816e-04 0.055 11

512 π/256 7.113e-05 0.003 2.740e-05 0.029 6 7.027e-05 0.093 8
π/512 1.788e-05 0.007 6.978e-06 0.041 4 1.777e-05 0.158 6
π/1024 4.453e-06 0.014 1.755e-06 0.068 4 4.440e-06 0.308 5
π/2048 1.111e-06 0.028 4.390e-07 0.113 3 1.110e-06 0.513 4
π/64 – – 4.010e-04 0.089 15 1.075e-03 0.100 55
π/128 – – 1.079e-04 0.055 11 2.815e-04 0.120 19

1024 π/256 – – 2.737e-05 0.051 8 7.026e-05 0.167 12
π/512 1.787e-05 0.012 6.981e-06 0.068 6 1.776e-05 0.215 8
π/1024 4.452e-06 0.025 1.751e-06 0.104 5 4.439e-06 0.361 6
π/2048 1.111e-06 0.052 4.389e-07 0.160 4 1.109e-06 0.699 5

Finally, we compare the Gautschi-Krylov method to a variation of the Gautschi-Krylov
method in which any matrix function-vector products are computed using KSS; this variation is
referred to as “Gautschi-KSS”. As can be seen in Table 4.12, this variation combines the higher
stability of Gautschi-Krylov with the efficiency and scalability of KSS. The Gautschi-KSS
method is significantly faster than KSS alone (and therefore has an even greater advantage in
terms of efficiency over Gautschi-Krylov) and is not unstable for ∆t > ∆x. For larger time
steps, Gautschi-KSS does not always exhibit second-order accuracy; this is due to the lack of
smoothness in the solution.

4.7. Discussion. This focus of this paper has been 1D wave propagation problems
featuring initial data and time-independent coefficients with varying degrees of smoothness for
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TABLE 4.12
Relative errors, execution times in seconds, and iteration counts in the solution of (4.4), (4.5), (4.27) with

periodic boundary conditions on the domain (0, 2π) × (0, 1) using the Gautschi-type method from [12, 18] with
matrix function-vector products computed as in [19] (labeled “Gautschi-Krylov”) and the Gautschi-type method with
matrix function-vector products computed via KSS (labeled “Gautschi-KSS”). All methods use N grid points, time
step ∆t, and central differencing in space.

Gautschi-Krylov Gautschi-KSS
N ∆t error time iter. error time

π/64 1.796e-04 0.013 8 1.933e-03 0.000
π/128 4.309e-05 0.015 6 9.822e-05 0.001

256 π/256 1.036e-05 0.024 5 2.158e-05 0.001
π/512 2.533e-06 0.033 4 5.267e-06 0.003
π/1024 6.346e-07 0.055 4 1.304e-06 0.005
π/2048 1.588e-07 0.095 3 3.254e-07 0.011
π/64 1.616e-04 0.025 12 1.306e-03 0.001
π/128 4.434e-05 0.028 9 4.793e-04 0.001

512 π/256 1.068e-05 0.036 7 2.320e-05 0.002
π/512 2.600e-06 0.059 6 5.339e-06 0.004
π/1024 6.228e-07 0.090 5 1.300e-06 0.009
π/2048 1.575e-07 0.148 4 3.228e-07 0.017
π/64 1.614e-04 0.110 18 1.237e-03 0.001
π/128 4.103e-05 0.073 12 3.384e-04 0.002

1024 π/256 1.066e-05 0.075 9 1.169e-04 0.004
π/512 2.663e-06 0.089 7 5.598e-06 0.007
π/1024 6.429e-07 0.138 6 1.314e-06 0.015
π/2048 1.512e-07 0.228 5 3.238e-07 0.029

the purpose of a convergence analysis. By contrast, in [30], KSS methods have been applied
to problems for modeling acoustic singular surfaces, such as shock waves and acceleration
waves. In that work it is demonstrated that for such problems conventional approaches to time
stepping—a Fourier spectral method in the case of a linear PDE with constant coefficients or
an exponential integrator in the nonlinear case—can fail to produce a solution that is even
qualitatively correct, whereas a KSS method is successful.

KSS methods are also not limited to IBVPs with time-independent data as the prob-
lems featured in [30] include time-dependent boundary conditions. More generally, features
such as time-dependent coefficients can be handled by a combination of KSS methods with
exponential integrators, which are not mutually exclusive as demonstrated in this section
with the introduction of “Gautschi-KSS”. A combination of KSS methods with exponential
Rosenbrock methods for the application to larger-scale problems is forthcoming in [6], while
a multistep formulation that can be applied “as is” to linear or nonlinear PDEs with or without
time-dependent coefficients is soon to be introduced in [29].

5. Conclusion. We have established an upper bound for the approximate solution op-
erator of a second-order KSS method applied to the 1D wave equation with bandlimited
coefficients and periodic boundary conditions. Unfortunately, the bound is not independent
of the grid size, which indicates that the unconditional stability proved for the heat equation
for the same kind of spatial differential operator in [33] does not extend to the wave equation.
Numerical experiments support this assertion, while also suggesting that conditional stability
may still hold. Unlike the CFL condition, which relates the spatial grid mesh and time step to

http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at


ETNA
Kent State University and

Johann Radon Institute (RICAM)

CONVERGENCE ANALYSIS OF KSS FOR THE 1D WAVE EQUATION 167

the magnitude of the wave speed, a stability condition for a KSS method would likely relate
the spatial grid mesh and time step to some measure of the variation in the wave speed.

We have also proved that the same KSS method applied to the wave equation with
periodic boundary conditions is convergent with spectral accuracy in space and second-order
accuracy in time, as well as unconditionally stable in the case of a constant wave speed and a
bandlimited reaction term coefficient. This is the first result proving unconditional stability for
a KSS method for the wave equation that approximates the solution operator of the PDE using
prescribed interpolation points, as opposed to nodes of Gauss quadrature rules. Numerical
experiments suggest that this unconditional stability also holds for related problems.

Furthermore, it has been demonstrated through numerical experiments and then proved
that the assumption of a bandlimited reaction term coefficient is not necessary for unconditional
stability. The proof of this result is the first stability analysis of a KSS method that does not
require the coefficients of the spatial differential operator of the PDE to be either constant or
bandlimited. Future work will extend this theory to other problems to which KSS methods have
been applied. Finally, it has been shown that KSS methods can be effective for nonlinear wave
equations with an advantage in efficiency and scalability over other time-stepping methods that
use Krylov subspace iterations and that it is worthwhile to combine these approaches. Ongoing
work involves combination of higher-order KSS methods and exponential integrators [20, 21]
to improve on the combination presented in [4].

KSS methods, as presented in this paper and in [28], generalize the advantage of the
Fourier spectral method for constant-coefficient linear PDEs—the ability to compute Fourier
coefficients independently and with large time steps—to their variable-coefficient counterparts.
Although the discrete Fourier transform has served as an essential ingredient in KSS methods
in these works, it is important to note that KSS methods and the DFT are not inextricably
linked. While the focus of this paper is mostly on problems in one space dimension with
periodic boundary conditions, the main idea behind KSS methods—componentwise time
stepping—can be employed effectively with any orthonormal basis (for example, a basis
of modified sines as used in [25]) for which transformation between physical space and
frequency space can be carried out efficiently. This allows for the development of KSS-like
methods that use, for example, bases of Chebyshev polynomials or wavelets. For problems on
non-rectangular domains, a combination with fictitious domain methods, such as the Fourier
continuation approach of [3], is worthy of investigation. Another direction for future work
is the addition of local time stepping [14], except in frequency space rather than physical
space, to handle the case of variable wave speed by using smaller time steps for low-frequency
components that are affected the most by such heterogeneity.
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