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Abstract. In this paper we study the solution of singular integral equations by iterative methods.
We show that discretization of singular integral operators obtained by domain splitting yields a
system of algebraic equations that has a structure suitable for iterative solution. Numerical examples
of Cauchy type singular integral equations are used to illustrate the proposed approach. This paper
establishes a theory for experimental results presented previously.
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1. Introduction. Numerical solution of integral equations is a much studied
subject. However, most successes with iterative solutions have been associated with
some non-general assumptions of the underlying operator. Consider the integral equa-
tion of Fredholm type in the standard form

λu(s)−
∫ b

a

k(s, t)u(t)dt = f(t), a ≤ s ≤ b,(1.1)

or in the equivalent operator form (in C[a, b])

(λ−K)u = f.(1.2)

Here equation (1.2) is of the second kind when λ 6= 0 and of the first kind when λ = 0.
When solving (1.2) numerically, we either seek to determine an approximate solution
in a chosen finite dimensional space Fn by a projection method

(λ−PnK)un = Pnf,(1.3)

where un ∈ Fn and Pn : C → Fn is a projection operator, or we use the Nyström
quadrature method

(λI − Kn)un = f,(1.4)

where Kn approximatesK and is obtained by discretization ofK by an n-point quadra-
ture rule; see [4, 8, 13, 28].

Such discretizations of integral equations give rise to dense linear systems of equa-
tions. As is known, these systems can be prohibitively expensive to solve as n, the
order of the linear system of algebraic equations, increases. Iterative methods are the
natural options for efficient solutions. Efficient iterative solvers such as the conju-
gate gradient and multigrid methods have only been shown to be applicable to the
case where the underlying integral operator is compact. In the case of K in (1.2)
being compact, successful applications of iterative methods have been reported; see
[5, 2, 21, 25, 30, 32].
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When K is not a compact operator, only few results are available on the conver-
gence of iterative methods. In the particular case when K is not compact because the
boundary in a boundary integral equation is not smooth, some results on multigrid
methods can be found in [6, 11, 34] and on the conjugate gradient method in [10]. In
the notation of (1.1), this kind of non-compactness may be characterized by a fixed
point singularity, say, as t → a. The concern of the present paper is the large class
of problems where the ‘moving’ singularity as t → s causes the operator to be non-
compact. These problems include singular integral equations (SIE’s) of Cauchy type
and of Hadamard finite part type.

We remark that there are regularization methods for the solution of Cauchy type
singular integral equations (CSIE’s), which effectively transform the original integral
equation, such as (1.1), into a new integral equation with compact operators (weakly-
singular kernels) involving double integrals; see [17, 22]. Iterative methods for the
so obtained integral equations are discussed in [18]. A related approach can be used
to solve hypersingular integral equations (HSIE’s); see [9, 1]. For the regularized
equations obtained, several iterative methods are known to be readily applicable,
although this regularization approach is expensive.

It has been widely noted that the direct approach to solving SIE’s is more efficient
than first regularizing the equation and then solving the regularized equation, because
the direct approach requires less numerical integration. Moreover, the solutions ob-
tained from the direct and the regularized approach can be identical in the case of
CSIE’s; see [22]. Direct solution methods for SIE’s are discussed in [16, 26, 27, 1]
and the references therein. However, there has been little work reported on direct
iterative methods that we are aware of. In [3], we attempted to devise a modification
of a two-grid method that obtained good results for the case of HSIE’s. But that
approach was heuristic.

The present paper considers the direct solution of a non-compact integral operator
equation by iterative methods. The singularity occurs at t → s for all s ∈ (a, b) in
equation (1.1). The results of our work are applicable to the direct solution of both
CSIE’s and HSIE’s, and they also explain why the method in [3] works well.

Our main idea in this paper is based on introducing and identifying suitable split-
tings of singular integral operators into the most singular (but bounded) part and the
compact part. We propose to use the inverse of the bounded operator as a precondi-
tioner for the equation. Numerical discretizations will reveal that the preconditioned
equation can be solved efficiently and that iterative methods are applicable. We sug-
gest the use of a simple conjugate gradient method, but other methods such as the
multigrid methods may be applied. Examples of solving CSIE’s are given to show the
efficiency of the proposed method.

2. Operator splitting techniques. We consider a class of singular integral
operators of the form

(Ku)(s) =
∫ b

a

k(s, t)u(t)dt, s ∈ [a, b],(2.1)

whose kernel k(s, t) is singular when t→ s, and such that K is non-compact, but for
any positive ε̂1, ε̂2 > 0 the operator

(K̂u)(s) =

(∫ s−ε̂1

a

+
∫ b

s+ε̂2

)
k(s, t)u(t)dt, s ∈ [a, b],(2.2)
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is compact in C[a, b]. Assume that K is bounded and that λ is not an eigenvalue of K.
Then equation (1.1) has a unique solution. This kind of kernels include as a special
case

k(s, t) =
k̂(s, t)
|s− t|α , α ≥ 1,(2.3)

where α = 1 corresponds to a Cauchy singular operator, and where α > 1 corresponds
to a hypersingular operator valid in the sense of Hadamard finite part; see [20, 15].
Here we have assumed that k̂(s, t) is continuous for s, t ∈ [a, b].

Partition [a, b] into m subintervals Ii = [si−1, si), i = 1, · · · ,m, i.e.,

Pm : a = s0 < s1 < · · · < sm−1 < sm = b.(2.4)

We propose to split K into K1 +K2 based on this partition, where K1 is bounded and
K2 is compact, and consider two approaches.

2.1. Method A. Define for i, j = 1, · · · ,m operators

(Ki,ju)(s) =
∫ sj

sj−1

k(s, t)u(t)dt, for s ∈ Ii,(2.5)

which are the restrictions of K over interval Ii. Then evidently we have for s ∈ Ii that

(Ku)(s) =
m∑
j=1

(Ki,ju)(s).(2.6)

If we denote by ui the restriction of any function u ∈ C[a, b] to Ii accordingly, then,
for any s ∈ [a, b],

Ku =


K1,1 K1,2 · · · K1,m

K2,1 K2,2 · · · K2,m

...
... · · ·

...
Km,1 Km,2 · · · Km,m




u1

u2

...
um

(2.7)

We propose the splitting

K = D1 + C1,(2.8)

where

D1 =


K1,1 K1,2

K2,1 K2,2
. . .

. . . . . . Km−1,m

Km,m−1 Km,m

 and C1 = K −D1.

It can be seen that, for the partition Pm, operator C1 is compact as its kernel is
continuous, D1 contains all singularities of K and is bounded since K is bounded.
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2.2. Method B. In order to further isolate the singularities of D1 as well as
those of K, we now present a second approach. We modify the partition in (2.4) to

Pm
ε :

a = s0 < s0 + ε0 < s1 − ε1 < s1 < s1 + ε1 < · · ·
· · · < sm−1 < sm−1 + εm−1 < sm − εm < sm = b,

(2.9)

where ε = {ε0, ε1, · · · , εm} with ε0 = εm = 0. As before, let Īi = [si−1 + εi−1, si− εi),
for i = 1, · · · ,m, and Īεj = [sj − εj , sj + εj), for j = 2, · · · ,m− 1, be subintervals of
[a, b]. Denote the restrictions of operator K by {Ki,j}, {Ki,εj}, {Kεi,j}, and {Kεi,εj},
i.e.,

(Ki,ju)(s) =
∫
Īj

k(s, t)u(t)dt, for s ∈ Īi,

(Ki,εju)(s) =
∫
Īεj

k(s, t)u(t)dt, for s ∈ Īi,

(Kεi,ju)(s) =
∫
Īj

k(s, t)u(t)dt, for s ∈ Īεi ,

(Kεi,εju)(s) =
∫
Īεj

k(s, t)u(t)dt, for s ∈ Īεi .

Then operator K may be written as

K =


K1,1 K1,ε1 K1,2 K1,ε2 · · · K1,εm−1 K1,m

Kε1,1 Kε1,ε1 Kε1,2 Kε1,ε2 · · · Kε1,εm−1 Kε1,m
K2,1 K2,ε1 K2,2 K2,ε2 · · · K2,εm−1 K2,m

...
...

...
... · · ·

...
...

Km,1 Km,ε1 Km,2 Km,ε2 · · · Km,εm−1 Km,m

 = D2 + C2,(2.10)

where

D2 =


K1,1 K1,ε1

Kε1,1 Kε1,ε1
. . .

. . . . . . Kεm−1,m

Km,εm−1 Km,m

 .

Note that the definition for Ki,j in (2.10) is different from that of (2.8) because the
partition has been modified.

Remark 2.1. When the integral in (2.1) is obtained by simplifying a boundary
integral over a closed contour, it is possible that both ε0 and εm in Method B must be
chosen non-zero and in this case both methods require a slight modification with regard
to the correct splitting in order to make C1 and C2 compact. This point is discussed
further in §7.

3. Discretization of singular integral operators. We now consider the dis-
cretization of the singular integral operator (2.1) and show how the same discretization
for singular operators D1 and D2 gives rise to block diagonal matrices. This is true
for a class of commonly used numerical methods including the classical collocation
and Nyström methods.
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3.1. Collocation methods using piecewise polynomials. For simplicity and
without essential loss of generality, we describe all subsequent discretization methods
by taking the number of divisions of [a, b] to be m and by partitioning [a, b] according
to Pm of (2.4). More generally, this idea can be applied to any independent partition
of [a, b] different from that of the operator splitting partition (2.4), and similar results
may be derived.

Now let us assume that we use the partition Pm of (2.4). Suppose in each in-
terval Ii (i = 1, · · · ,m) an r-th order piecewise interpolating polynomial is sought to
approximate the function

um(s) =
r∑
`=1

ui,`φi,`(s)(3.1)

at r interpolation points {si,`}

si−1 ≤ si,1 < si,2 < · · · < si,r ≤ si,(3.2)

where φi,` represents the `-th Lagrange basis polynomial. Then the approximation
for K is (for s ∈ Ii)

(Kum)(s) =
m∑
i=1

∫ si

si−1

r∑
j=1

ui,jφi,j(t)k(s, t)dt =
m∑
i=1

(Ki,jum)(s),(3.3)

where (Ki,jum)(s) approximates (Ki,ju)(s) for i, j = 1, · · · ,m.
Define the residual function, for s ∈ [a, b],

r(s) = λum(s)− (Ki,jum)(s)− f(s).(3.4)

On formally collocating at {si,j}, we obtain for Method A of §2.1 the equation

λum −D1um − C1um = f
m

,(3.5)

where {
um = (u1,1, · · · , u1,r, u2,1, · · · , u2,r, · · · , um,1, · · · , um,r)T
f
m

= (f1,1, · · · , f1,r, f2,1, · · · , f2,r, · · · , fm,1, · · · , fm,r)T

and ui,j = um(si,j). Here K = (Ki,j)mr×mr is a block matrix of size m × m, with
each Ki,j block of size r × r, and C1 = K −D1, where

D1 =


K1,1 K1,2

K2,1 K2,2
. . .

. . . . . . Km−1,m

Km,m−1 Km,m

(3.6)

is a block tridiagonal matrix of size m×m.

3.2. Nyström quadrature methods. Suppose the following quadrature rule
is used over interval Ii for i = 1, · · · ,m (note that

⋂
Ii = {0} and

⋃
Ii = [a, b])∫ si

si−1

g(t)dt ≈
r∑
j=1

wjg(si,j),(3.7)
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where {wj} are the weights and {si,j} are the r quadrature nodal points. Then
(Ku)(s) is approximated by

(Kmum)(s) =
m∑
i=1

r∑
j=1

wjk(s, si,j)um(si,j) =
m∑
i=1

(K(m)
i,j um)(s),(3.8)

where (K(m)
i,j um)(s) approximates (Ki,j)u(s) for i, j = 1, · · · ,m. Denote the residual

function by

r(s) = λum(s)− (Ki,jum)(s) − f(s), for s ∈ [a, b].(3.9)

Then collocating at all nodal points {si,j} using Method A of §2.1 gives rise to the
linear system

λum −D1um − C1um = f
m

,(3.10)

where we keep the same notation in (3.5) because D1 and C1 are the same as before
in structure, and um and f

m
are also the same except that now si,j represent nodes

rather than interpolation points. The main point to note is that D1 is again a block
tridiagonal matrix.

3.3. Numerical methods for the splitting Method B. For partition Pm
ε of

(2.9) for operators, we now investigate the structure of discretized systems when the
underlying approximation is again based on partition Pm of (2.4). The relevance of ε
is considered in relation to nodes {si,j}. Essentially, we want to choose ε small, and
in particular if all nodes {si,j} are outside the set

⋃m−1
j=1 Īεj , the singular operators

give rise to block diagonal matrices.

3.3.1. The general case. Suppose rεj denotes the number of nodes falling
inside interval Īεj for j = 1, · · · m − 1 and rj denotes the number of nodes inside Īj
for j = 1, · · · ,m. Then the total number of nodes is given by

n =
m∑
i=1

ri +
m−1∑
j=1

rεj =
{

mr, open,
m(r − 1) + 1, closed,

(3.11)

where ‘open’ and ‘closed’ refer to the type of quadrature methods if the underlying
method is as in §3.2. If the method is as in §3.1, then ‘open’ and ‘closed’ refer to
piecewise and continuous approximations respectively.

Using either method of §3.1 or of §3.2, the operator equation (1.2) based on (2.10)
is discretized, and we obtain

λum −D2um − C2um = f
m

,(3.12)

where um and f
m

are as understood in (3.5) and (3.10). Here D2 is now a block
tridiagonal matrix of size (2m − 1) × (2m − 1), with the i-th diagonal block of size
ri×ri (or rεi×rεi) and off-diagonal blocks of rectangular matrices. Again K = D2+C2

is a block matrix.
Since our intention is to invert matrix (λI − D2) (or rather to solve the linear

system (λI − D2)x = y; see the next section), we should generally choose each εi
such that rεi is small compared to ri so as to have an inexpensive inversion process.
For example, for m = 3 and quartic approximations with r1 = r2 = r3 = 3 and



ETNA
Kent State University 
etna@mcs.kent.edu

82 Iterative solution of discretized integral equations

rε1 = rε2 = 1 are used, the structure of matrix D2 is of the following form (a 5 × 5
block tridiagonal matrix)

D2 =



× × ×
× × ×
× × ×

×
×
×

× × × × × × ×

×
×
×

× × ×
× × ×
× × ×

×
×
×

× × × × × × ×

×
×
×

× × ×
× × ×
× × ×



.(3.13)

3.3.2. The special case. The case when all nodes are outside
⋃m−1
j=1 Īεj is of in-

terest because further simplifications occur. For piecewise polynomial approximations,
this means that the approximation is globally discontinuous or piecewise continuous
in general. For quadrature methods, this case corresponds to the use of open type
quadrature formula, see (3.6). Gaussian quadrature formulas are of this type; [19].
Here rε1 = · · · = rεm−1 = 0. Then in (3.12), the structure of D2 reduces to the simpler
form

D2 =


K11

K22

. . .
Km,m

 .(3.14)

where each diagonal block is a r × r matrix; cf. (3.6).
Remark 3.1. As long as the underlying numerical method is of ‘open’ type as

implied in (3.11), we may always choose ε to be so small that the above conditions
hold (rεi = 0 for all i), and we still have the structure of D2 as given in (3.14) when
all εi are positive.

3.3.3. Computational complexity. With our new splitting method, the work
required to invert D2 or to solve D2x = y (for the preconditioner in §4) is determined
by the size of ε. There may be two approaches one can adopt for choosing ε to ensure
an O(n2) efficiency for the subsequent iterative method; see §5.

(1) Fix rεj ≡ k1 (for some integer k1 ≥ 1, independent of n = mr), and
εj < min{(sj − sj−1), (sj+1 − sj)}. Then the solution of D2x = y requires
O
(
m(r + k1)3

)
= O(n) operations.

(2) Choose 1 ≤ rεj ≤ k2 min{r, n1/3} for some fixed integer k2 ≥ 1, and again
εj < min{(sj − sj−1), (sj+1 − sj)}. Then the solution of D2x = y requires
O(m(r + max

j
rεj )3), i.e., at most O(n2) arithmetic operations.
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Here we have shown how to choose ε, given a discretization (mesh), to ensure the
O(n2) efficiency (see §§4-5). But conversely if we use different discretizations with
an increasing number of mesh points to solve the same integral equation, given a
prescribed ε, then rεj ’s will be free parameters depending on n and thus D2x = y will
be asymptotically expensive to solve as n→∞, requiring O(n3) operations in theory,
though in practice we may still be able to observe some gains in efficiency from using
such a preconditioner; see [6, 10, 33] for related work.

4. Reformulated integral equations and preconditioning. We have con-
sidered numerical methods for discretizing the original (or singular) integral equation
i.e. (λu − Ku) = f . We now first reformulate the above integral equation and then
discretize subsequently. It turns out that the discretized equations of the singular
integral equation (SIE) and the reformulated integral equation (RIE) only differ by a
matrix multiplied to the latter. This matrix serves as a natural preconditioner, which
is a key to understand the vast difference in eigenvalue spectrum of the two coefficient
matrices. Note that the RIE has a compact operator plus a multiple of an identity
operator. Consequently, iterative methods are only efficient for the discretized RIE’s
(see §5).

As the subsequent discussion will apply to both splitting methods (A and B of
§2), we simply denote the original SIE as (K = D + C, refer to (1.1) and (2.1)))

(λ−D − C)u = f(4.1)

and the corresponding RIE as

(I − (λ−D)−1C)u = (λ−D)−1f.(4.2)

The useful observation is that K is non-compact while (λ − D)−1C is compact as
(λ−D)−1 is bounded and C is compact.

Adopting the numerical methods of §3, equations (4.1)-(4.2) may be discretized
to give

(λ−D − C)um = f(4.3)

and

(I − (λI −D)−1C)um = (λI −D)−1f
m

,(4.4)

where we have shown in the previous section that D and also (λI −D) are at most
block tridiagonal matrices. We can claim that the eigenvalues of the coefficient matrix
of (4.4) cluster at the point 1 as those of the operator in (4.2) do. This is a desirable
property for the iterative method in the next section. The remaining question is
whether it is feasible to calculate x = (λI −D)−1y which would be required by most
iterative methods. This can be achieved by solving (λI − D)x = y which is not
expensive because D is of simple forms.

Remark 4.1. In general, K as an operator may be split into the form in (4.1)
for any strongly elliptic operator; see [37]. As long as (λ − D) is invertible, the
arguments for preconditioning as in (4.4) would follow. However, if the linear system
(λI−D)x = y is as difficult to solve as the unpreconditioned system (λI−D−C)x = y,
there will be no gains from solving the preconditioned equations.
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5. The conjugate gradient method for compact operator equations.
We now proceed to seek the solution of the discretized non-compact equation (4.3)
by solving the preconditioned equation (4.4). For this kind of compact operator
equations, the conjugate gradient (CG) method can be seen to be efficient from these
theoretical results :

• For a linear system Ax = b with a symmetric positive definite (SPD) matrix
A of size n × n, the conjugate gradient method starts with an initial guess
x0 and generates a sequence of approximations x1, x2, · · ·. Then there exists
a correspondence between generating the i-th approximation and fitting a
i-th degree polynomial at all eigenvalues of A with the minimal error in the
weighted and discrete L2-norm; see [24, 7]. Therefore if most eigenvalues of A
are clustered at one point, only a few CG iterations will be needed to obtain
a required numerical solution.
• Following the above result, let [α, β] be a small interval containing most of the

eigenvalues of A and t be the small number of eigenvalues which are outside
[α, β]. Then it can be shown that after i+ t∗ CG iterations (for some t∗ ≥ t),
the energy norm of the solution is given by

E(xi+t∗) ≤ 4

(√
C − 1√
C + 1

)2i

E(x0), for i = 1, 2, · · · ,(5.1)

where C = β/α is the pseudo-condition number in 2-norm and E(x) = (x−
x∗)TA(x− x∗) with x∗ denoting the true solution A−1b; see [2].
• When applied directly to an operator equation Ax = b in the Hilbert space

where A = λI + Λ is positive definite and Λ is a compact operator, the CG
method shows super-linear convergence. For the CG sequence, define the
error by ei = x − xi. Then we have the following super-linear convergence
result, see [38],

‖ei‖ ≤ (ci)i‖e0‖ and lim
i→∞

ci = 0.(5.2)

Equation (4.4) is in general unsymmetric. We shall apply the CG method to the
associated normal equations, i.e.,

AA∗y = b,(5.3)

where ‘∗’ denotes the conjugate transpose (or transpose in the real case), A = (I −
(λI−D)−1C) and b = (λI−D)−1f

m
. Then the solution to (4.4) is given by um = A∗y.

A detailed description of the algorithm may be found in [10]. We shall use the diagonal
matrix in (5.3) to scale the matrix before applying the CG method.

Remark 5.1. The use of normal equations is generally not recommended for
solving unsymmetric systems but for systems from integral equations, this approach
has been found to to be feasible; see [2]. The reason is that for systems from these com-
pact integral operator equations, the condition number (and hence that of the normal
equation) has been found to be generally small. For a discussion of a bi-conjugate gra-
dient type method for iterative solution of nonsymmetric linear systems of equations;
see [35] and the references therein.

6. Numerical examples. We describe the application of the splitting methods
to three examples. All examples are singular integral equations of Cauchy type. An
example of solving the hypersingular type integral equation may be found in [3].
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The numerical solution of the system of singular integral equations (SIE’s) of the
Cauchy type

1
π

∫ 1

−1

M∑
j=1

ai,jφj(t)
dt

t− x
+
∫ 1

−1

M∑
j=1

ki,jφj(t)dt = gi(t),(6.1)

where x ∈ (−1, 1) and i = 1, · · · ,M has been considered by a number of authors; see
[16, 22, 18, 36] among others. As is known, the solution φj(t) of (6.1) is singular at
t = ±1, and the singular behaviour is characterized by its fundamental solutions

Rj(t) = (1 + t)α−
1
2 (1− t)β−

1
2 ,(6.2)

where α, β = 0,±1; α− 1
2 , β− 1

2 ∈ (−1, 1), and the index of the SIE is κ = −(α+β) =
±1. For κ = 1, the solution of (6.1) is only unique if the following conditions are
satisfied ∫ 1

−1

φj(t)dt = Cj , j = 1, · · · ,M,(6.3)

for fixed constants C1, · · · , CM ; see [29] for a general theory.
Let us consider the following SIE of case κ = 1,{

1
π

∫ 1

−1
w(t)φ(t)
t−x dt +

∫ 1

−1 w(t)k(t, x)φ(t)dt = f(x), x ∈ (−1, 1),
1
π

∫ 1

−1
w(t)φ(t)dt = C,

(6.4)

where w(t) = (1 − t2)−1/2. For the Nyström method, we use the Gauss-Chebyshev
quadrature for a function g, defined by

1
π

∫ 1

−1

w(t)g(t)dt =
1
m

m∑
i=1

g(ti) where ti = cos
2i− 1
2m

π.(6.5)

When applying (6.5) to the Cauchy singular integral in (6.4), we have

1
π

∫ 1

−1

φ(t)
t− x

dt =
1
m

m∑
i=1

φ(ti)
ti − x

+
Um−1(x)
Tm(x)

,(6.6)

where x 6= ti, i = 1, · · · ,m, and Um−1 is the (m−1)-th order Chebyshev polynomial
of the second kind, while Tm is the m-th order of the first kind; see [23]. Now choose
as collocation points the roots of Um−1, i.e., x = uj = cos j

mπ for j = 1, · · · ,m − 1.
Then (6.4) may be discretized as

1
m

m∑
i=1

φ(ti)
ti − uj

dt +
π

m

m∑
i=1

k(ti, uj)φ(ti)dt = f(uj), for j = 1, · · · ,m− 1,

1
m

m∑
i=1

φ(ti)dt = C,

(6.7)

see also [16, 22]. We solve the above system using the methods of §4-5.
To first make use of the results of §3, we define the partition Pm of [−1, 1] based

on −1 = u0 < u1 < · · · < um−1 < um = 1 for uj = cos j
mπ (j = 0, 1, · · · ,m). We then



ETNA
Kent State University 
etna@mcs.kent.edu

86 Iterative solution of discretized integral equations

modify the partition Pm to produce Pm
ε by introducing εj = min

(
uj−tj

100 ,
tj+1−uj

100

)
for j = 1, · · · ,m − 1 so that we have rε1 = · · · = rεm−1 = 0 while r = 1. Thus, with
{tj} as nodal points, and since uj−1 < tj < uj, the block matrix in (3.14) becomes a
simple diagonal matrix of size m×m and is given by

D2 =
1
m


1

t1−u1
1

t1−u1

. . .
1

t1−u1

1

 .(6.8)

We now demonstrate the effectiveness of the preconditioner D2 for three examples.

Example 1. {
1
π

∫ 1

−1
w(t)φ(t)
t−x dt = 0, x ∈ (−1, 1),

1
π

∫ 1

−1 w(t)φ(t)dt = 1,
(6.9)

which has the exact solution φ(x) = 1; see [36].

Example 2. {
1
π

∫ 1

−1
w(t)φ(t)
t−x dt = U7(x), x ∈ (−1, 1),

1
π

∫ 1

−1
w(t)φ(t)dt = 0,

(6.10)

which has the exact solution φ(x) = T8(x) with T8 and U7 being Chebyshev polyno-
mials of orders 8 and 7 respectively; see [36].

Example 3.{
1
π

∫ 1

−1
w(t)φ(t)
t−x dt +

∫ 1

−1
(t2−x2)2

t2+x2 w(t)φ(t)dt = f(x), x ∈ (−1, 1),
1
π

∫ 1

−1 w(t)φ(t)dt = 0,
(6.11)

which has the exact solution φ(x) = x|x|; see [12].
Tables 6.1-6.3 show the numerical results. We compare the performance of the

preconditioned conjugate gradient method (PCGM) with the unpreconditioned ver-
sion (CGM). The tests are carried on a SUN-10 and CPU times are shown, together
with iteration steps required to reduce the residual error to below 10−10 and the nu-
merical solution error. This error refers to the root mean square (RMS) error of the
computed solution against the exact solution at all nodal points. Let En be such an
error obtained for the numerical solution by applying Gaussian elimination to (6.7).
Then En may be considered as a measure of the discretization error.

Further we have re-computed all cases by iterating until the residual error is of
the same magnitude as the discretization error. In Tables 6.1-6.3, the preconditioned
conjugate gradient method and the unpreconditioned version with such a stopping
criterion are respectively denoted as PCGM* and CGM*; see [31] for an earlier use
of this kind of stopping criteria.

From Tables 6.1-6.3 with all three examples, we can clearly see the dramatic
improvements achieved with the PCGM in terms of fast convergence. In the first two
examples, the analytical solutions are simple, and we do not need to use large values
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Table 6.1

Example 1 — Convergence results

Numerical CGM CGM* PCGM PCGM*
Method Steps Steps Steps Steps
m = 20 10 10 3 2
m = 40 16 20 3 2
m = 80 29 38 3 2
m =160 49 72 3 2
m =320 90 144 3 3
m =640 175 299 3 3

Table 6.2

Example 2 — Convergence results

Numerical CGM CGM* PCGM PCGM*
Method Steps Steps Steps Steps
m = 20 13 12 3 3
m = 40 28 23 3 3
m = 80 61 43 3 3
m =160 119 72 3 3
m =320 224 128 3 3
m =640 441 239 3 3

of m in order to get very accurate results. The measured errors are small for all cases
in these two examples.

Remark 6.1. In separate experiments, we have tried to use the simple Gauss-
Seidel iterations to solve the linear system of (6.7) but observed no convergence in the
cases tested. To present the problem from an algebraic point of view, we show below
a typical coefficient matrix for Example 3 (with m = 6)


10.0 −6.3 −1.6 −0.9 −0.6 −0.5
2.1 4.8 −4.1 −1.3 −0.8 −0.7
1.0 1.4 3.9 −3.9 −1.4 −1.0
0.7 0.8 1.3 4.1 −4.8 −2.1
0.5 0.6 0.9 1.6 6.3 −10.0
1.0 1.0 1.0 1.0 1.0 1.0

 ,

which can be seen not to be diagonally dominant. The eigenvalues of the preconditioned
coefficient matrix cluster at 1.

7. Singular boundary integral equations. When the singular integral equa-
tion of the form (1.1) is obtained from boundary integral equation (BIE), the two
operators K1,m and Km,1 are singular and not compact because u(a) = u(b) and
the kernel function k(s, t) for both these operators is singular; see §2 and (2.1).
Therefore, the operator splitting methods of §2 must be modified accordingly to (for
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Table 6.3

Example 3 — Convergence results

Numerical CGM CGM* PCGM PCGM*

Method Steps CPU Error Steps Steps CPU Error Steps

m = 20 12 4.0E-2 1.5E-4 16 3 2.0E-2 1.5E-5 4
m = 40 29 4.1E-1 2.6E-5 33 3 4.0E-2 2.6E-5 4
m = 80 53 3.2E+0 4.7E-6 72 3 1.8E-1 4.7E-6 4
m = 160 101 2.6E+1 8.2E-7 141 3 7.8E-1 8.2E-7 4
m = 320 186 1.7E+2 1.5E-7 267 3 3.5E+0 1.5E-7 4
m = 640 356 1.3E+3 3.1E-8 501 3 1.4E+1 3.1E-8 4

K = D̄1 + C̄1 = D̄2 + C̄2)

D̄1 =


K1,1 K1,2 K1,m

K2,1 K2,2
. . .

. . . . . . Km−1,m

Km,1 Km,m−1 Km,m

 Method A(7.1)

and

D̄2 =


Kε0,ε0 Kε0,1 Kε0,εm
K1,ε0 K1,1

. . .
. . . . . . Km,εm

Kεm,ε0 Kεm,m Kεm,εm

 Method B(7.2)

where for the latter method

K =



Kε0,ε0 Kε0,1 Kε0,ε1 Kε0,2 · · · Kε0,εm−1 Kε0,m Kε0,εm
K1,ε0 K1,1 K1,ε1 K1,2 · · · K1,εm−1 K1,m K1,εm

Kε1,ε0 Kε1,1 Kε1,ε1 Kε1,2 · · · Kε1,εm−1 Kε1,m Kε1,εm
K2,ε0 K2,1 K2,ε1 K2,2 · · · K2,εm−1 K2,m K2,εm
...

...
...

... · · ·
...

...
...

Km,ε0 Km,1 Km,ε1 Km,2 · · · Km,εm−1 Km,m Km,εm
Kεm,ε0 Kεm,1 Kεm,ε1 Kεm,2 · · · Kεm,εm−1 Kεm,m Kεm,εm


.(7.3)

With either splitting, the discretization using numerical methods of §3 yields a
linear system with coefficient matrices of quasi-triangular structure similar to (7.1)
and (7.2). Our results relating to preconditioning carry over to the present problem,
but there remains the important and technical question of how to solve such linear
systems with quasi-triangular structures by direct methods; see [14]. We are presently
studying this issue. To illustrate the problem, let us consider the model problem of



ETNA
Kent State University 
etna@mcs.kent.edu

Ke Chen 89

solving Ax = b, where A is is a 8× 8 quasi-triangular matrix given by

A =



× × ×
× × ×
× × ×
× × ×
× × ×
× × ×
× × ×

× × ×


.

The undirected graph for characterizing the sparsity of A is a closed loop which gives
the natural ordering (1 2 3 4 5 6 7 8) for the 8 nodes. Employing the symmetric
reverse Cuthill-McKee (RCM) gives the new ordering (1 8 2 7 3 6 4 5) for the nodes
by which we can permute matrix A into Ā given by

Ā =



× × ×
× × ×
× × ×
× × ×
× × ×
× × ×
× × ×
× × ×


.

Since Ā is now a block triangular matrix, it is not difficult to carry out the direct
solution of Āx̄ = b̄.

Remark 7.1. For the case of boundary integral equations with a fixed point
singularity, i.e., equation (1.1) is singular at t = a and b only, a related approach to
Method A has been discussed in [33]. In terms of our notation, we first write (compare
to (2.6)-(2.7)), for s ∈ Ii,

(Ku)(s) =
∫ s1

s0

k(s, t)u(t)dt +
∫ sm−1

s1

k(s, t)u(t)dt +
∫ sm

sm−1

k(s, t)u(t)dt,(7.4)

or, for any s ∈ [a, b],

Ku =

 K1,1 K1,2 K1,m

K2,1 K2,2 K2,m

Km,1 Km,2 Km,m

 u1

u2

um

 ,(7.5)

where u1, u2 and um are restrictions of u ∈ C[a, b] in I1 = [s0, s1), I2 = [s1, sm−1),
and Im = [sm−1, sm] respectively. Then the proposed splitting is simply

K = D0 + C0,(7.6)

where

D0 =

 K1,1 0 K1,m

K2,1 0 K2,m

Km,1 0 Km,m

 and C0 = K −D0,

because in (7.5) only K1,2, K2,2 and Km,2 are compact operators. If the problem has
additionally a ‘moving’ singularity at t = s as in (2.3), then a suitable splitting is
given by (7.1).
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8. Conclusions and future work. We have considered the numerical solution
of singular integral equations and demonstrated that iterative methods can be made
efficient by an appropriate use of preconditioning. The essential idea is to first split
the singular integral operator into a bounded part and a compact part, and then
reformulate the integral equation so that, essentially, it is a compact perturbation of
the identity. The preconditioning matrix is formed from contributions of the bounded
part after discretizations and is shown to be at most a block tridiagonal matrix.
Numerical experiments of solving Cauchy singular integral equations show that the
proposed method is very effective.

Our method is not readily applicable to ‘global’ methods such as the Galerkin and
spectral type methods. The problem is that preconditioners will be too expensive to
work with in such cases. For singular boundary integral equations, more experiments
are needed to test the viability of the proposed method. Further generalizations and
experiments of the proposed approach are in progress.

9. Acknowledgement. The author wishes to thank the referee for making sev-
eral constructive comments.
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