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THE ANALYSIS OF INTERGRID TRANSFER
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Abstract. In this paper we first analyze intergrid transfer operators and their iterates for some nonconforming
finite elements used for discretizations of second- and fourth-order elliptic problems. Then two classes of multigrid
methods using these elements are considered. The first class is the usual one, which uses discrete equations on
all levels which are defined by the same discretization, while the second one is based on the Galerkin approach
where quadratic forms over coarse grids are constructed from the quadratic form on the finest grid and the iterates of
intergrid transfer operators, which we call the Galerkin multigrid method. The properties of these intergrid transfer
operators are utilized for the analysis of the first class, while the properties of their iterates are exploited for the
second one. Convergence results available for these two classes of multigrid methods are summarized here.

Key words. multigrid methods, nonconforming and mixed finite elements, second and fourth-order problems,
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1. Introduction. The study of multigrid methods for nonconforming finite elements
started in the later 1980s. Multigrid methods using theP1-nonconformingelement for second-
order problems (i.e., the Crouzeix-Raviart element [28]) have been considered in [7, 12, 16,
19, 22, 25, 32, 35, 49, 50], while these methods for the rotatedQ1-nonconforming element
[18, 41] for the same differential problems have been analyzed in [2, 16, 26]. Multigrid
methods for the Morley nonconforming element [34] for the biharmonic equation have been
developed in [13, 16, 29, 31, 38, 39, 42, 49], and for the plate bending problems using the
Zienkiewicz [5] and Adini [1] nonconforming elements have been described in [36, 40, 44,
48, 51]. Finally, these methods for theP1 and rotatedQ1-nonconforming divergence-free
elements for the stationary Stokes problem have been studied in [14, 15, 45]. In all these
earlier papers except in [26], only theW-cycle multigrid methods have been shown to con-
verge under the assumption that the number of smoothing iterations on all levels is sufficiently
large. The methodology developed for the multigrid methods of conforming finite elements
in [4] has been extensively employed to analyze the nonconforming multigrid methods; the
convergence study is based on establishment of the so-called smoothing and approximation
properties and analysis of a two-level scheme.

Multigrid methods for nonconforming finite elements have the feature that the multilevel
finite element spaces are nonnested and the quadratic forms defined on these spaces are non-
inherited. Consequently, the convergence proof of the conforming multigrid methods intro-
duced in [6] does not apply to the nonconforming case since coarse-to-fine intergrid transfer
operators for nonconforming finite elements do not preserve the energy norm. That is why
the approach in [4] has been mainly exploited in the analysis of the nonconforming multigrid
methods in the last decade. In multigrid methods for nested conforming finite elements the
multilevel finite element spaces are nested and the quadratic forms are inherited.

The purpose of this paper is to analyze intergrid transfer operators and their iterates
for some nonconforming finite elements used for discretizations of second- and fourth-order
elliptic problems and to discuss convergence of two classes of multigrid methods using these
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elements. The first class is the usual one, which uses discrete equations on all levels which
are defined by the same discretization. The methodology developed in [11] where nonnested
spaces and non-inherited quadratic forms are allowed shall be applied to analyze this class
of nonconforming multigrid methods. Toward that end, we shall need to find the lower and
upper bounds of the energy norm of the usual coarse-to-fine intergrid transfer operators for
the nonconforming elements considered here. In [26], it has been shown that the bound
of the energy norm of the edge averaging intergrid transfer operators for the rotatedQ1-
nonconforming element is not bigger than two. As a result of this, the theory of [11] shows
the convergence of theW-cycle multigrid methods with any number of smoothing iterations
for this element. In this paper, we shall discuss the applicability of this result to theP1,
Morley, Zienkiewicz, and Adini nonconforming elements.

The second class of multigrid methods was recently introduced in [20] and is based on
the “Galerkin approach” where quadratic forms over coarse grids are constructed from the
quadratic form on the finest grid and iterated coarse-to-fine intergrid operators, which we
call the Galerkin multigrid method. This approach automatically leads to the case where the
coarse-to-fine intergrid transfer operators preserve the energy norm. However, to apply the
convergence theory of the conforming multigrid methods [6, 8], a key ingredient is to prove
upper bounds of the iterated intergrid transfer operators in terms of the energy norm. These
bounds have been shown for theP1 element in [35] and for the rotatedQ1 element in [26].
Here we shall discuss them for the Morley, Zienkiewicz, and Adini elements. The conver-
gence of both theV-cycle andW-cycle multigrid methods with any number of smoothing
steps for these nonconforming elements using the second approach is considered. Conver-
gence results for partial differential problems with less than full elliptic regularity and without
any elliptic regularity are considered. Problems related to the discontinuity in the coefficient
of differential problems are not discussed here.

In recent years, the study of multigrid methods for mixed finite element methods, which
are popular in the simulation of fluid flow in porous media [21], has been quite active; see [2,
19, 31, 43, 46, 47], for example. However, due to the equivalence between nonconforming
and mixed finite element methods [2, 3, 17, 19, 23], the analysis for the nonconforming finite
methods directly applies to the mixed methods. Thus all the results derived here carry over to
the mixed methods. Also, the present techniques can be used to analyze other nonconforming
elements.

The rest of the paper is organized as follows. In the next section we analyze the coarse-to-
fine intergrid operators and their iterates; the above mentioned nonconforming elements are
treated there. Then in the third section we analyze the two approachs for defining multigrid
methods; partial differential problems with less than full elliptic regularity and without elliptic
regularity are handled in this section.

2. Analysis of Intergrid Transfer Operators. In this section we analyze the usual
coarse-to-fine intergrid transfer operators and their iterates for theP1, rotatedQ1, Morley,
Zienkiewicz, and Adini nonconforming finite elements.

2.1. TheP1-nonconforming element. In this subsection we consider the numerical
solution of the model problem

(2.1)
−∇ · (A∇u) = f in Ω,

u = 0 on∂Ω,

using theP1-nonconforming finite element method, whereΩ ⊂ IR2 is a simply connected
bounded polygonal domain with the boundary∂Ω, f ∈ L2(Ω), and the symmetric coefficient
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A ∈ (L∞(Ω))2×2 satisfies

(2.2) ξtA(x)ξ ≥ a0ξ
tξ, x ∈ Ω, ξ ∈ IR2,

with a fixed constanta0 > 0.
Problem (2.1) is recast in weak form as follows. The quadratic forma(·, ·) is defined by

a(v, w) = (A∇v,∇w), v, w ∈ H1(Ω),

where(·, ·) denotes theL2(Ω) or (L2(Ω))2 inner product, as appropriate. Then the weak
form of (2.1) is, findu ∈ H1

0 (Ω) such that

(2.3) a(u, v) = (f, v), ∀ v ∈ H1
0 (Ω).

For0 < h < 1, let Eh be a triangulation ofΩ into triangles{E} of diametershE , which
are not bigger thanh, and define theP1-nonconforming finite element space [28]

Vh = {v ∈ L2(Ω) : v|E is linear for allE ∈ Eh, v is continuous
at the midpoints of interior edges, andv
vanishes at the midpoints of edges on∂Ω}.

Note thatVh 6⊂ H1
0 (Ω). Associated withVh, we introduce a quadratic form onVh ⊕H1

0 (Ω)
by

ah(v, w) =
∑
E∈Eh

(A∇v,∇w)E , v, w ∈ Vh ⊕H1
0 (Ω),

where(·, ·)E is theL2(E) inner product. Then theP1-nonconforming finite element dis-
cretization of (2.1) is, finduh ∈ Vh such that

(2.4) ah(uh, v) = (f, v), ∀ v ∈ Vh.

To apply the multigrid methods introduced in the next section for solving (2.4), we as-
sume a structure to our family of partitions. Leth0 andEh0 = E0 be given. For each integer
1 ≤ k ≤ K, let hk = 2−kh0 andEhk = Ek be constructed by connecting the midpoints of
the edges of the triangle inEk−1, and letEh = EK be the finest grid. In this and the following
sections, we shall replace subscripthk simply by subscriptk.

SinceVk−1 6⊂ Vk (i.e., nonnested), we need to introduce intergrid transfer operators to
connect them. Following [7, 12], the coarse-to-fine intergrid transfer operatorIk : Vk−1 →
Vk for k = 1, . . . ,K is defined as follows. Forv ∈ Vk−1, let q be a midpoint of an edge of a
triangle inEk; then we defineIkv by

(Ikv) (q) =

 0 if q ∈ ∂Ω,
v(q) if q 6∈ ∂E for anyE ∈ Ek−1,
1
2 {v|E1(q) + v|E2(q)} if q ∈ ∂E1 ∩ ∂E2 for someE1, E2 ∈ Ek−1.

We also define the iterates ofIk by

(2.5) HK
k = IK · · · Ik+1 : Vk → VK .

We now state the boundedness of the operatorsIk andHK
k , which will be used in the

next section and was shown in [7, 12] and [35], respectively. BelowC (with or without a
subscript) denotes a generic positive constant, which may take on different values in different
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FIG. 1. The definition of the functionv in Example 1.

occurrences. For the inequality (2.7) below, we assume that there meet at most six edges at
each interior vertex inE0 and four edges at each boundary vertex. This is easily satisfied.

PROPOSITION2.1. There exist constantsC independent ofk such that

(2.6) ak(Ikv, Ikv) ≤ Cak−1(v, v), ∀ v ∈ Vk−1,

and

(2.7) aK(HK
k v,H

K
k v) ≤ Cak(v, v), ∀ v ∈ Vk.

Inequalities (2.6) and (2.7) will be used in the analysis of the first and second classes of
multigrid methods considered in the next section, respectively. While the value ofC in (2.7) is
not important for analyzing the second class, the value in (2.6) is critical in applying the theory
of [11] to the first one. Different values yield different consequences for the convergence of
theV- andW-cycle multigrid methods (see the next section). We here show, via the following
example, that the constantC in (2.6) is generally bigger than two for theP1 element.

Example1. LetΩ be given as in Figure 1 andv be inV0 with the nodal values determined
in this figure, where the dotted lines indicate refinement. Then withA = I it can be checked
that

a0(v, v) = 16,

and

a1(I1v, I1v) = 32.5.

Consequently,

a1(I1v, I1v) > 2a0(v, v).

Example2. We report numerical results to illustrate the behavior of the energy norm of
the iteratesHK

0 ,

βK = sup
φ0∈V0

aK(HK
0 φ0,H

K
0 φ0)

a0(φ0, φ0)
,

over the basis functionsφ0 ∈ V0. The results are given in Table 1, whereA = I and
Ω = (0, 1)2 are taken in (2.1). From the table, we see numerical evidence to the fact thatβK
is uniformly bounded for theP1 element. This agrees with (2.7). For details on the numerical
results ofβK reported in this paper, see [20].
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K βK βK/βK−1

1 0.16875E+01 1.6875
2 0.21250E+01 1.2593
3 0.24141E+01 1.1360
4 0.26066E+01 1.0797
5 0.27358E+01 1.0496
6 0.28228E+01 1.0318

Table 1. TheP1 element.

2.2. The rotatedQ1-nonconforming element. We now consider the rotatedQ1-nonconforming
element for (2.1). For this, letEh0 = E0 be a triangulation ofΩ into rectangles having max-
imum diameterh0 and oriented along the coordinate axes. For each integer1 ≤ k ≤ K,
let hk = 2−kh0 andEhk = Ek be constructed by connecting the midpoints of the edges
of the rectangle inEk−1, and letEh = EK be the finest grid. For eachk, the rotatedQ1

nonconforming space is defined by, see [18, 41],

Vk =
{
v ∈ L2(Ω) : v|E = a1

E + a2
Ex+ a3

Ey + a4
E(x2 − y2), aiE ∈ IR, ∀E ∈ Ek;

if E1 andE2 share an edgee, then
∫
e

v|∂E1ds =
∫
e

v|∂E2ds;

and
∫
∂E∩∂Ω v|∂Ωds = 0

}
.

SinceVk 6⊂ H1
0 (Ω) andVk−1 6⊂ Vk, following [2, 18], we define the coarse-to-fine intergrid

transfer operatorsIk : Vk−1 → Vk as follows. Ifv ∈ Vk−1 ande is an edge of a rectangle in
Ek, thenIkv ∈ Vk is defined by

(2.8)
∫
e

Ikvds =



0 if e ⊂ ∂Ω,∫
e

vds if e 6⊂ ∂E for anyE ∈ Ek−1,

1
2

∫
e

(v|E1 + v|E2)ds if e ⊂ ∂E1 ∩ ∂E2

for someE1, E2 ∈ Ek−1.

Their iterates are defined as in (2.5). Also, we have the following boundedness ofIk andHK
k ,

which was proven in [2] and [26], respectively. Equation (2.10) below was shown for square
partitions of a square. Extensions to other domains and triangulations were discussed in [26];
it holds for polygonal domains if their initial triangulation into quadrilaterals is topologically
equivalent to a uniform square partition ofΩ = (0, 1)2, for example. Hence, whenever (2.10)
is used below, this condition is assumed.

PROPOSITION2.2. There are constantsC independent ofk such that

(2.9) ak(Ikv, Ikv) ≤ Cak−1(v, v), ∀ v ∈ Vk−1,

and

(2.10) aK(HK
k v,H

K
k v) ≤ Cak(v, v), ∀ v ∈ Vk.
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FIG. 2. The definition of the functionv in Example 3.

We now consider a simple case of the model problem (2.1) where the coefficientA is
constant; i.e.,A = I. In this case we shall show, by the next example, that the constantC in
(2.9) is generally bigger than one. However, it is not bigger than two, as stated in Proposition
2.3 below (see its proof in [26]).

Example3. LetΩ be as in Figure 2 andv be inV0 with the integral averaging values over
edges given in this figure. Then withA = I it can be shown that

a0(v, v) = 5,

and

a1(I1v, I1v) = 201/32.

Hence we find that

a1(I1v, I1v) > a0(v, v).

PROPOSITION2.3. WithA = I, it holds that

(2.11) ak(Ikv, Ikv) ≤ 2ak−1(v, v), ∀ v ∈ Vk−1.

Example4. As for theP1 element, here we report numerical results onβK . The same
data are taken as in Example 2 except that nowEK is a square partition. From Table 2, we
also see numerical evidence thatβK is uniformly bounded for the rotatedQ1 element, which
agrees with (2.10).

K βK βK/βK−1

1 0.11875E+01 1.1875
2 0.13393E+01 1.1278
3 0.14249E+01 1.0639
4 0.14719E+01 1.0330
5 0.14970E+01 1.0171
6 0.15103E+01 1.0089

Table 2. The rotatedQ1 element.

We end with a remark that the rotatedQ1 element also can be defined with degrees of
freedom given by the values at the midpoints of edges of the elements. However, (2.10) and
(2.11) do not hold with this definition [26].
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2.3. The Morley nonconforming element. In this and the next two subsections, we
consider the numerical solution of the fourth-order problem

(2.12)
42u = f in Ω,

u = ∂u
∂ν = 0 on∂Ω,

using the Morley, Zienkiewicz, and Adini nonconforming finite element methods, respec-
tively. Now the quadratic forma(·, ·) is given by

a(v, w) = (vxx, wxx) + 2(vxy, wxy) + (vyy, wyy), v, w ∈ H2(Ω).

The weak form of (2.12) is, findu ∈ H2
0 (Ω) such that

(2.13) a(u, v) = (f, v), ∀ v ∈ H2
0 (Ω).

It has a unique solution [27].
Let {Ek}Kk=0 be the family of dyadically refined triangulations ofΩ into triangles as

defined in§2.1. For eachk, we define the Morley element, see [34],

Vk = {v ∈ L2(Ω) : v|E ∈ P2(E) for all E ∈ Ek; v is continuous at the
vertices and vanishes at the vertices on∂Ω; and
∂v/∂ν is continuous at the midpoints of interior
edges and vanishes at the midpoints of edges on∂Ω}.

Note thatVk 6⊂ C0(Ω̄). Associated withVk, ak(·, ·) is defined by

ak(v, w) =
∑
E∈Ek

{
(vxx, wxx)E + 2(vxy, wxy)E + (vyy, wyy)E

}
, v, w ∈ Vk.

Then the approximate method for (2.12) using the Morley element is determined as in (2.4).
The coarse-to-fine intergrid transfer operatorIk : Vk−1 → Vk for k = 1, . . . ,K is again

the usual averaging operator, which is given as follows. Forv ∈ Vk−1, let q be a vertex of a
triangle and̄q the midpoint of an edge of a triangle inEk; then we defineIkv by [13, 39]

(Ikv) (q) =

 0 if q ∈ ∂Ω,
v(q) if q is also a vertex inEk−1,
1
2 {v|E1(q) + v|E2(q)} if q is not a vertex inEk−1,

and

∂

∂ν
(Ikv) (q̄) =


0 if q̄ ∈ ∂Ω,
∂v
∂ν (q̄) if q̄ 6∈ ∂E for anyE ∈ Ek−1,

1
2

{
∂v|E1
∂ν (q̄) + ∂v|E2

∂ν (q̄)
}

if q̄ ∈ ∂E1 ∩ ∂E2

for someE1, E2 ∈ Ek−1.

The iteratesHK
k of Ik are defined as in (2.5).

We have the following result for the boundedness of the operatorIk, c.f. [13, 39]. Note
that we cannot control the growth of the energy norm ofHK

k . In fact, the energy norm grows
exponentially with the number of grid levels, as is demonstrated numerically in Example 6
below.

PROPOSITION2.4. There is a constantC independent ofk such that

(2.14) ak(Ikv, Ikv) ≤ Cak−1(v, v), ∀ v ∈ Vk−1.



ETNA
Kent State University 
etna@mcs.kent.edu

Intergrid Operators and Multigrid Methods 85

We now show, via the next example, that the constantC in (2.14) is generally bigger than
two.

Example5. LetΩ be as in Figure 1 andv ∈ V0 such thatv is zero at all the vertices and
∂v/∂ν has the values at the midpoints as displayed in this figure. Then we see that

a0(v, v) = 28− 6
√

2

and

a1(I1v, I1v) =
231
4
− 147

16

√
2.

Thus, we have

a1(I1v, I1v) > 2a0(v, v).

Example6. Numerical results for theβK with Ω = (0, 1)2 are presented in Table 3 for
the Morley element.

K βK βK/βK−1

1 0.19375E+01 1.9375
2 0.34297E+01 1.7702
3 0.63681E+01 1.8568
4 0.12549E+02 1.9706
5 0.25969E+02 2.0694
6 0.55608E+02 2.1413

Table 3. The Morley element.

2.4. The Zienkiewicz element.We now turn to the Zienkiewicz nonconforming ele-
ment. For this, we define

a(v, w) = (∆v,∆w) + (1− σ){2(vxy, wxy)−(vxx, wyy)− (vyy , wxx)},
v, w ∈ H2(Ω),

where0 < σ < 1/2 is the Poisson ratio [27]. Then the weak form of (2.12) for the
Zienkiewicz method is, findu ∈ H2

0 (Ω) such that (2.13) holds [27].
Let {Ek}Kk=0 again be the family of dyadically refined triangulations ofΩ into triangles

as defined in§2.1. For eachk, we define the Zienkiewicz element, see [5],

Vk = {v : v|E ∈ P3(E), v(qcE) = 1
3

∑3
i=1 v(qiE)− 1

6

∑3
i=1(qiE − qcE) · ∇v(qiE),

for all E ∈ Ek; v, vx, andvy are continuous at the vertices
of Ek and vanish at the vertices on∂Ω},

where theqiE are the vertices ofE andqcE is the centroid ofE ∈ Ek. Note thatVk ⊂ C0(Ω̄),
butVk 6⊂ C1(Ω̄). For eachVk, we define

ak(v, w) =
∑
E∈Ek

{
(∆v,∆w)E + (1− σ){2(vxy, wxy)E
−(vxx, wyy)E − (vyy, wxx)E}

}
, v, w ∈ Vk.
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FIG. 3. The definition of the functionv in Example 7.

With this the Zienkiewicz nonconforming method is defined as in (2.4).
The intergrid transfer operatorsIk : Vk−1 → Vk is described as follows. Forv ∈ Vk−1,

if q is a vertex of a triangle inEk−1 and q̄ is the midpoint of an edge of a triangle inEk−1,
thenIkv ∈ Vk is determined by

(Ikv)(q) = v(q), ∇(Ikv)(q) = ∇v(q),

(Ikv)(q̄) =
{

0 if q̄ ∈ ∂Ω,
v(q̄) if q̄ 6∈ ∂Ω,

∇(Ikv)(q̄) =

 0 if q̄ ∈ ∂Ω,
1
2 {∇v|E1(q̄) +∇v|E2(q̄)} if q̄ ∈ ∂E1 ∩ ∂E2

for someE1, E2 ∈ Ek−1.

The inequality (2.15) below regarding the boundedness ofIk can be seen in [40]. The
constantC in this inequality is generally bigger than one, as shown in Example 7 below.
However, we have numerically observed that it is not bigger than two. A theoretical proof of
this fact is yet to be given. Numerical evidence of the boundedness of the iteratesHK

k can be
seen in Example 8 below.

PROPOSITION2.5. There exists a constantC independent ofk such that

(2.15) ak(Ikv, Ikv) ≤ Cak−1(v, v), ∀ v ∈ Vk−1.

Example7. LetΩ = (0, 1)2 be determined as in Figure 3 andv ∈ V0 such that∂v/∂x
and∂v/∂y are zero at all the vertices andv has the nodal values at the vertices as determined
by this figure. Then we find that

a0(v, v) = 192,

and

a1(I1v, I1v) = 317.58− 44.5σ.

Thus we observe that

a1(I1v, I1v) > a0(v, v) for 0 < σ < 1/2.

Example8. Numerical results for theβK for the Zienkiewicz element withΩ = (0, 1)2

are described in Table 4.



ETNA
Kent State University 
etna@mcs.kent.edu

Intergrid Operators and Multigrid Methods 87

K βK βK/βK−1

1 0.16541E+01 1.6541
2 0.20824E+01 1.2589
3 0.23053E+01 1.1070
4 0.24088E+01 1.0449
5 0.24539E+01 1.0187
6 0.24729E+01 1.0077

Table 4. The Zienkiewicz element.

2.5. The Adini nonconforming element. We now consider the Adini nonconforming
element. The quadratic forma(·, ·) is defined as in§2.4. Let {Ek}Kk=0 be the family of
dyadically refined triangulations ofΩ into rectangles as defined in§2.2. For eachk, we
define the Adini element, see [1],

Vk = {v ∈ L2(Ω) : v|E ∈ P3(E)⊕ {x3y} ⊕ {xy3} for all E ∈ Ek;
v, vx, andvy are continuous at the vertices
of Ek and vanish at the vertices on∂Ω}.

Again,Vk ⊂ C0(Ω̄), butVk 6⊂ C1(Ω̄). The quadratic formak(·, ·) is given as in§2.4, and
the Adini nonconforming method is defined as in (2.4).

The intergrid transfer operatorIk : Vk−1 → Vk is modified as follows. Forv ∈ Vk−1, if
q is a vertex of a rectangle inEk−1, q̄ is the midpoint of an edge of a rectangle inEk−1, and
qc is the center of a rectangle inEk−1, thenIkv ∈ Vk is determined by

(Ikv)(q) = v(q), ∇(Ikv)(q) = ∇v(q),

(Ikv)(qc) = v(qc), ∇(Ikv)(qc) = ∇v(qc),

(Ikv)(q̄) =
{

0 if q̄ ∈ ∂Ω,
v(q̄) if q̄ 6∈ ∂Ω,

∇(Ikv)(q̄) =

 0 if q̄ ∈ ∂Ω,
1
2 {∇v|E1(q̄) +∇v|E2(q̄)} if q̄ ∈ ∂E1 ∩ ∂E2

for someE1, E2 ∈ Ek−1.

Similar properties forIk andHK
k to those for the Zienkiewicz element have been observed

for the Adini element; see Proposition 2.6 [36] and Examples 9 and 10 below.

PROPOSITION2.6. There is a constantC independent ofk such that

(2.16) ak(Ikv, Ikv) ≤ Cak−1(v, v), ∀ v ∈ Vk−1.

Example9. LetΩ = (0, 1)2 be given as in Figure 4 andv ∈ V0 such thatv and∂v/∂y
are zero at all the vertices and∂v/∂x has the nodal values at the vertices as determined by
this figure. Then we have

a0(v, v) = (176− 16σ)/30,

and

a1(I1v, I1v) = (193− 8σ)/30,
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FIG. 4. The definition of the functionv in Example 9.

so that

a1(I1v, I1v) > a0(v, v) for 0 < σ < 1/2.

Example10. Numerical results for theβK for the Adini element withΩ = (0, 1)2 are
displayed in Table 5.

K βK βK/βK−1

1 0.10966E+01 1.0966
2 0.11767E+01 1.0730
3 0.12088E+01 1.0273
4 0.12189E+01 1.0084
5 0.12219E+01 1.0025
6 0.12228E+01 1.0007

Table 5. The Adini element.

For all the nonconforming elements tested here except for the Adini elements, numerical
results forβK were also reported in [37].

3. Analysis of Multigrid Methods. In this section, we apply the results of the previous
section to derive convergence of multigrid methods. We state several theorems to illustrate the
type of convergence results available utilizing the estimates on the intergrid transfer operators
and their iterates. We first state convergence results in a general setting. Two approaches of
defining multigrid methods are then discussed. Partial differential problems with less than
full elliptic regularity and without elliptic regularity are considered.

3.1. Multigrid methods. We assume that we are given a sequence of nonconforming
finite element spaces

V0, V1, . . . , VK ,

along with the nonsingular coarse-to-fine grid operatorsIk : Vk−1 → Vk for k = 1, . . . ,K.
In addition, assume that we are given symmetric positive definite quadratic formsak(·, ·) and
(·, ·)k overVk × Vk for k = 0, . . . ,K. Finally, suppose that we are given another family
of symmetric positive definite quadratic formsbk(·, ·) overVk × Vk for k = 0, . . . ,K such
that bK(·, ·) = aK(·, ·). On all lower levels,bk(·, ·) may be different fromak(·, ·). The
norms corresponding to(·, ·)k andbk(·, ·) will be denoted by|| · ||k and|| · ||1,k, respectively.
Examples of spaces, operators, and quadratic forms will be given later in this section.



ETNA
Kent State University 
etna@mcs.kent.edu

Intergrid Operators and Multigrid Methods 89

Givenf ∈ VK , the multigrid methods will be designed for the solution of the problem:
FinduK ∈ VK such that

(3.1) aK(uK , v) = (f, v)K , ∀v ∈ VK .

To introduce them, we define the discretization operatorAk : Vk → Vk on levelk given by

(3.2) (Akv, w)k = bk(v, w), ∀ w ∈ Vk, k = 0, . . . ,K.

Note that the operatorAk is clearly symmetric (in both thebk(·, ·) and(·, ·)k inner products)
and positive definite. Also, we define the operatorsPk−1 : Vk → Vk−1 andP 0

k−1 : Vk →
Vk−1 by

(3.3) bk−1(Pk−1v, w) = bk(v, Ikw), ∀ w ∈ Vk−1, k = 1, . . . ,K,

and (
P 0
k−1v, w

)
k−1

= (v, Ikw)k, ∀ w ∈ Vk−1, k = 1, . . . ,K.

It is obvious thatIkPk−1 is a symmetric operator with respect to thebk form. Finally, let
Rk : Vk → Vk for k = 1, . . . ,K be the linear operators associated with the point Jacobi or
Gauss-Seidel smoothing procedures, letRtk denote the adjoint ofRk with respect to the(·, ·)k
inner product, and define

R
(l)
k =

{
Rk if l is odd,
Rtk if l is even.

On V0, let R0 = A−1
0 ; i.e., we solve exactly on the coarsest level. Following [11], the

multigrid operatorBk : Vk → Vk is defined recursively as follows:
MULTIGRID METHOD 3.1. Let1 ≤ k ≤ K andp be a positive integer. LetB0 = A−1

0 .
Assume thatBk−1 has been defined and defineBkg for g ∈ Vk as follows:

1. Letx0 = 0 andz0 = 0.
2. Definexl for l = 1, . . . ,m(k) by

xl = xl−1 +R
(l+m(k))
k (g −Akxl−1).

3. Defineym(k) = xm(k) + Ikz
p, wherezi for i = 1, . . . , p is defined by

zi = zi−1 +Bk−1

[
P 0
k−1

(
g −Akxm(k)

)
−Ak−1z

i−1
]
.

4. Defineyl for l = m(k) + 1, . . . , 2m(k) by

yl = yl−1 +R
(l+m(k))
k

(
g −Akyl−1

)
.

5. LetBkg = y2m(k).

In the Multigrid Method (MG) 3.1,m(k) gives the number of pre- and post-smoothing
iterations and can vary as a function ofk. The valuesp = 1 and p = 2 yield the so-
calledV- andW-cycle multigrid methods, respectively. A variableV-cycle method is one in
which the number of smoothingsm(k) increases exponentially ask decreases (i.e.,p = 1
andm(k) = 2K−k). Other versions of multigrid methods without pre- or post-smoothing
iterations can be analyzed similarly.
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To apply the convergence theory developed in [11] for analyzing MG 3.1, we need the
following two estimates:

(3.4) bk(Ikv, Ikv) ≤ C∗bk−1(v, v), ∀ v ∈ Vk−1,

and

(3.5) |bk ((I − IkPk−1) v, v)| ≤ Cα
(‖Akv‖2k

λk

)α/l
bk(v, v)1−(α/l), ∀ v ∈ Vk,

for k = 1, . . . ,K, whereC∗ andCα are constants independent ofk, λk is the largest eigen-
value ofAk, 0 < α ≤ 1, l = 1 for second-order problems, andl = 2 for forth-order
problems. The convergence rate for MG 3.1 on thekth level is measured by a convergence
factorδk satisfying

(3.6) |bk ((I −BkAk)v, v) | ≤ δkbk(v, v), ∀ v ∈ Vk, k = 0, . . . ,K.

THEOREM 3.1. Assume that(3.4)withC∗ = 1 and(3.5)are satisfied. Then we have the
following cases:

(i) DefineBk by p = 1 andm(k) = m for all k in MG 3.1. Then inequality(3.6)holds
with

δk =
Ck(l−α)/α

Ck(l−α)/α +mα/l
.

(ii) DefineBk byp = 2 andm(k) = m for all k in MG 3.1. Then(3.6)holds withδk = δ
(independent ofk) given by

δ =
C

C +mα/l
.

(iii) DefineBk by p = 1 andm(k) = 2K−k for k = 1, . . . ,K in MG 3.1. Then(3.6)
holds withδk determined by

δk =
C

C +m(k)α/l
.

The constantC in Theorem 3.1 depends onC∗, Cα, and the estimate on the smoothing
operatorRk, but is independent ofk.

THEOREM 3.2. Assume that(3.4)and(3.5)are satisfied. Then
(i) for m big enough (independent ofk), the above result for theW-cycle holds.
(ii) there areθ0, θ1 > 0, independent ofk, such that the variableV-cycle multigrid

operatorBk satisfies

θ0bk(v, v) ≤ bk(BkAkv, v) ≤ θ1bk(v, v), ∀v ∈ Vk,

where

θ0 ≥
m(k)α/l

C +m(k)α/l
and θ1 ≤

C +m(k)α/l

m(k)α/l
.
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When the “m big enough” in the above theorem is replaced byC∗ = 2 in (3.4), we have
the next result, which is slightly stronger than Theorem 3.2 for theW-cycle.

THEOREM 3.3. Assume that(3.4)withC∗ = 2 and(3.5)are satisfied. Then
(i) the same result as in Theorem3.1 for theW-cycle holds.
(ii) the same result as in Theorem3.2 for the variableV-cycle holds.

The validity of inequality (3.5) requires the elliptic regularity property of solutions of
partial differential equations. An alternative hypothesis without requiring such a property can
be provided with an appropriate choice of the quadratic formsb(·, ·)k such that

(3.7) bk−1(v, w) = bk(Ikv, Ikw), ∀v, w ∈ Vk−1, k = 1, . . . ,K.

THEOREM 3.4. Assume that(3.7) is satisfied and that there exist linear operatorsQkK :
VK → Vk, k = 0, . . . ,K, withQKK = I, such that

(3.8)
‖(QkK − IkQk−1

K )v‖2k ≤ Cλ−1
k bK(v, v), k = 1, . . . ,K,

bk(QkKv,Q
k
Kv) ≤ CbK(v, v), k = 0, . . . ,K − 1.

Then inequality(3.6) with k = K holds with one smoothing iteration per level for both the
V- andW-cycle multigrid methods with

δK = 1− 1
CK

,

whereC is independent ofK.

For the proof of the first three theorems, we refer to [11]. For the proof of Theorem 3.4
in the conforming case, see [10], and for the nonconforming case, consult [20]. Condition
(3.8) and thus Theorem 3.4 can be verified without any elliptic regularity assumption for
the underlying partial differential equations, as mentioned above. For numerical results on
the discontinuity in the coefficient of differential problems for the second class of multigrid
methods defined in§3.3 below, see [24].

Note that we have uniform convergence estimates for theW-cycle and variableV-cycle
methods in Theorem 3.1–3.3. However, the convergence rate for the multigridV-cycle meth-
ods in Theorems 3.1 and 3.4 deteriorates with the number of grid levels. We shall now state
a uniform convergence rate for theV-cycle methods with one smoothing on each level. For
this, defineΠk

K : VK → Vk by

bk(Πk
Kv, w) = bK(v,HK

k w), v ∈ VK , w ∈ Vk,

for k = 0, . . . ,K − 1 andΠK
K = I for k = K; i.e.,Πk

K is the adjoint operator ofHK
k with

respect tobk(·, ·).

THEOREM 3.5. Assume that(3.7)and the following condition are satisfied:

(3.9) λk‖(Πk
K − IkΠk−1

K )v‖2k ≤ C‖(Πk
K − IkΠk−1

K )v‖21,k, ∀v ∈ VK .

Then inequality(3.6) with k = K holds with one smoothing iteration for both theV- and
W-cycle multigrid methods withδ < 1 independent ofK.

The proof of this theorem can be found in [20].
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3.2. The first class of multigrid methods. The first class of multigrid methods is the
usual one, which uses discrete equations on all levels which are defined by the same dis-
cretization. That is, the quadratic formsbk(·, ·) are given by

bk(v, w) = ak(v, w), v, w ∈ Vk, k = 0, . . . ,K,

whereak(·, ·) for each of the nonconforming elements considered here are defined as in§2.
In this case we have the next results for our nonconforming finite elements.

3.2.1. TheP1-nonconforming element. For theP1-nonconformingelement, the quadratic
forms(·, ·)k are defined by

(v, w)k = h2
k

∑
q

v(q)w(q), v, w ∈ Vk,

where the summation is taken over all the midpointsq in Ek. The regularity and approxi-
mation property (3.5) has been shown in [16] under the following elliptic regularity on the
solution of (2.1),

(3.10) ‖u‖1+α ≤ C‖f‖−1+α, 0 < α ≤ 1,

where‖ · ‖1+α denotes the Sobolev norm‖ · ‖H1+α(Ω). Consequently, due to (2.6) and
Example 1, only Theorem 3.2 applies to this element.

3.2.2. The rotatedQ1-nonconforming element. The quadratic forms(·, ·)k are deter-
mined as follows. Let{φjk} be the basis functions ofVk such that the edge average ofφjk
equals one at exactly one edge and zero at all other edges. Then eachv ∈ Vk has the repre-
sentation

v =
∑
j

vjφjk.

Now, for v, w ∈ Vk we define

(v, w)k = h2
k

∑
j

vjwj .

By the uniformL2-stability of the basis functions, we can easily show that the norm induced
by (·, ·)k is equivalent to the standardL2(Ω) norm‖ · ‖.

The regularity and approximation property (3.5) can be seen as in theP1 element [2].
Now, thanks to (2.9), (2.11), and Example 3, Theorem 3.2 can be applied to the rotatedQ1

element for a generalA in (2.1), while Theorem 3.3 holds whenA = I in (2.1).

3.2.3. The Morley element. For the Morley element, the quadratic forms(·, ·)k are
given by

(v, w)k = h2
k

∑
q

v(q)w(q) + h4
k

∑
q̄

∂v

∂ν
(q̄)

∂w

∂ν
(q̄), v, w ∈ Vk,

where the summations are taken over all the verticesq and midpoints̄q in Ek, respectively.
The property (3.5) can be shown in a similar fashion as for theP1 element [16] under the
following elliptic regularity on the solution of (2.12):

(3.11) ‖u‖2+α ≤ C‖f‖−2+α, 0 < α ≤ 1.

Thus, by (2.14) and Example 5, only Theorem 3.2 applies to the Morley element.
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3.2.4. The Zienkiewicz element.The forms(·, ·)k are defined by

(v, w)k = h2
k

∑
q

v(q)w(q) + h4
k

∑
q

(
vx(q)wx(q) + vy(q)wy(q)

)
, v, w ∈ Vk,

where the summation is taken over all the verticesq in Ek. For the Zienkiewicz noncon-
forming element, the property (3.5) can be shown under (3.11). Hence it follows from (2.15)
and Example 7 that Theorem 3.2 applies to this element. As mentioned before, numerical
evidence suggests that Theorem 3.3 may apply to it.

3.2.5. The Adini element.The quadratic forms(·, ·)k are defined as in the case of the
Zienkiewicz element, and the property (3.5) also follows from an analogous argument under
(3.11). Therefore, by (2.16) and Example 9, we see that similar convergence results to those
for the Zienkiewicz element hold for the Adini element.

In summary, Theorem 3.2 applies to theP1 and Morley elements, while Theorem 3.3
applies to the rotatedQ1 element (withA = I) and possibly to the Zienkiewicz and Adini
elements. Namely, we have shown that theW-cycle multigrid methods converge for theP1

and Morley elements with a sufficiently large number of smoothing iterations on all levels
(which is well known), and for the rotatedQ1 element and possibly (based on numerical
evidence) for the Zienkiewicz and Adini elements with one smoothing iteration per level
(which is less known), and that the variableV-cycle multigrid methods provide a uniform
condition number estimate for all these nonconforming elements. As a matter of fact, for the
Morley element theW-cycle methods diverge unless the number of smoothing iterations on
all levels is sufficiently large [31]. For theP1 element we have not numerically observed this
fact; in fact, numerical evidence suggests that theV- andW-cycle methods converge with
one smoothing for this element [20]. Finally, Theorem 3.1 does not apply to any of these
elements; i.e, we do not have any result for the standardV-cycle methods. It is for this reason
that we shall consider the second class of multigrid methods in the next subsection.

3.3. The second class of multigrid methods.The second class of multigrid methods is
determined by

(3.12) bk(v, w) = aK(HK
k v,H

K
k w), ∀v, w ∈ Vk, k = 0, . . . ,K − 1,

where we recall that the iteratesHK
k of Ik are defined as in (2.5) and on the finest level

bK(·, ·) = aK(·, ·) = ah(·, ·), which is determined from the continuous problem as in the last
section. For each of the nonconforming elements under consideration, the quadratic forms
(·, ·)k can be defined as in§3.2. It follows from (3.12) that (3.4) automatically holds with
C∗ = 1. Consequently, it suffices to show (3.5). The ideas presented in [20] indicate that the
proof of (3.5) depends on the boundedness of the energy norm ofHK

k . In fact, the regularity
and approximation assumption (3.5) was shown for theP1 and rotatedQ1 elements; see [20].
Also, it is mentioned in [20] that (3.5) possibly holds for the Zienkiewicz and Adini elements.
As a consequence, Theorem 3.1 applies to theP1 and rotatedQ1 elements; i.e., both the
V- andW-cycle multigrid methods with any number of smoothing iterations converge with
the convergence rate given as in this theorem for these elements whenbk(·, ·) is defined by
(3.12). For the Morley element, due to the fact that we cannot control the growth of the
energy norm ofHK

k (see§2.3), Theorem 3.1 does not apply. Since the energy norm ofHK
k

grows exponentially with the number of grid levels, it is not appropriate to employ the second
approach to define the multigrid methods for this element.

Note that (3.12) also implies (3.7), so we now consider Theorems 3.4 and 3.5 for theP1,
rotatedQ1, Zienkiewicz, and Adini elements. Theorem 3.5 was proven in [20] for the former
two elements under a full elliptic regularity assumption on the solution of (2.1) (i.e.,α = 1 in
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(3.10)), and its extension to the latter two elements is possible (based on numerical evidence).
For Theorem 3.4, we need the operatorsQkK , which are constructed as follows.

3.3.1. TheP1 element. Following [20, 37], we define the fine-to-coarse intergrid trans-
fer operatorsTk−1 : Vk → Vk−1 as follows. Ifv ∈ Vk andq is the midpoint of an edgee of a
triangle inEk−1, Tk−1v ∈ Vk−1 is given by

(Tk−1v) (q) =
1
2

(v(q1) + v(q2)),

whereq1 andq2 are the respective midpoints of the edgese1 ande2 in Ek, which form the
edgee in Ek−1. Note that the definition ofTk−1 automatically preserves the zero nodal values
on the boundary. We now introduce the iterated transfer operators

(3.13) QkK = Tk · · ·TK−1 : VK → Vk, k = 0, . . . ,K.

With QkK we can show (3.8); see [20], so Theorem 3.4 holds for theP1 element.

3.3.2. The rotatedQ1 element. The operatorsTk−1 : Vk → Vk−1 are defined similarly.
If v ∈ Vk ande is an edge of an element in∂Ek−1, Tk−1v ∈ Vk−1 is given by [26]

1
|e|

∫
e

Tk−1vds =
1
2

{
1
|e1|

∫
e1

vds+
1
|e2|

∫
e2

vds
}
,

wheree1 ande2 in ∂Ek form the edgee ∈ ∂Ek−1. Note that the definition ofTk−1 also
automatically preserves the zero average values on boundary edges. The iteratesQkK of Tk
are given as in (3.13), and also satisfy (3.8); see [20]. Hence Theorem 3.4 applies to the
rotatedQ1 element.

3.3.3. The Zienkiewicz and Adini elements.For the Zienkiewicz and Adini elements,
if v ∈ Vk andq is a vertex of a triangle inEk−1, thenTk−1v ∈ Vk−1 is defined by, see [20],

(Tk−1v) (q) = v(q), ∇ (Tk−1v) (q) = ∇v(q),

which has the zero nodal values on the boundary and leads toQkK as in (3.13). Condition (3.8)
could be shown similarly if the energy norm ofHK

k would be uniformly bounded. However,
the boundedness ofHK

k has not been proved yet.
In summary, exploiting the second approach of defining multigrid methods for theP1,

rotatedQ1, Zienkiewicz, and Adini nonconforming elements, Theorems 3.1, 3.4, and 3.5 can
be appled to the first two methods. Numerical evidence suggests that they may also be applied
to the last two methods. This approach is not suitable for the Morley element.
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