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DUALITY OF ¢g-POLYNOMIALS, ORTHOGONAL ON
COUNTABLE SETS OF POINTS*

N. M. ATAKISHIYEVT AND U. KLIMYK?

Abstract. We review properties of g-orthogonal polynomials, related to their orthogonality, duality and connec-
tion with the theory of symmetric (self-adjoint) operators, represented by a Jacobi matrix. In particular, we show how
one can naturally interpret the duality of families of polynomials, orthogonal on countable sets of points. In order
to obtain orthogonality relations for dual sets of polynomials, we propose to use two symmetric (self-adjoint) opera-
tors, representable (in some distinct bases) by Jacobi matrices. To illustrate applications of this approach, we apply
it to several pairs of dual families of g-polynomials, orthogonal on countable sets, from the g-Askey scheme. For
each such pair, the corresponding operators, representable by Jacobi matrices, are explicitly given. These operators
are employed in order to find explicitly sets of points, on which the polynomials are orthogonal, and orthogonality
relations for them.
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”"We mathematicians are particularly fond of duality theorems; translating mathemati-
cal statements from one category to another often gives us new and unexpected insight”,
M.Harris, ”Postmodern at an Early Age”, Notices of the American Mathematical Society,
Vol.50, No.7, p.792, 2003.

1. Introduction. It is well known that each family p,(z), n = 0,1,2,-- -, of orthog-
onal polynomials in one variable corresponds to the determinate or indeterminate moment
problem. If a polynomial family corresponds to the determinate moment problem, then there
exists only one positive orthogonality measure p for these polynomials and they constitute
a complete orthogonal set in the Hilbert space L?(p). If a family corresponds to the inde-
terminate moment problem, then there exists infinitely many orthogonality measures y for
these polynomials and these measures are divided into two parts: extremal measures and
non-extremal measures. If a measure y is extremal, then the corresponding set of polyno-
mials constitute a complete orthogonal set in the Hilbert space L?(p). If a measure y is not
extremal, then the corresponding family of polynomials is not complete in the Hilbert space
L2 () (see [31]).

It is also well known that there exists a close relation of the theory of orthogonal polyno-
mials with the theory of symmetric (self-adjoint) operators, representable by a Jacobi matrix.
The point is that with each family of orthogonal polynomials one can associate a closed sym-
metric (or self-adjoint) operator A, representable by a Jacobi matrix. If the corresponding
moment problem is indeterminate, then the operator A is not self-adjoint and it has infinitely
many self-adjoint extensions. If the operator A has a physical meaning, then these self-adjoint
extensions are especially important. These extensions correspond to extremal orthogonality
measures for the same set of polynomials and can be constructed by means of these measures
(see, for example, [15], Chapter VII, and [32]). If the family of polynomials corresponds
to the determinate moment problem, then the corresponding operator A is self-adjoint and
its spectrum is determined by an orthogonality relation for the polynomials. Moreover, the
spectral measure for the operator A is constructed by means of the orthogonality measure for
the corresponding polynomials (see [ 15], Chapter VII).
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In section 2, we briefly review the relations between the theory of orthogonal polyno-
mials, the theory of operators, representable by a Jacobi matrix, and the theory of moment
problem. This information is basic for the exposition in further sections. In section 2, we also
discuss how one can naturally extend the conventional notion of duality to sets of polynomi-
als, orthogonal on countable sets of points.

In order to find orthogonality measures for dual sets of polynomials, we use two sym-
metric (or self-adjoint) operators, representable (with respect to different bases) by Jacobi
matrices. This approach is applied to several sets of dual g-orthogonal polynomials from the
Askey scheme.

Pairs of operators (A, I'), employed for studying some sets of g-orthogonal polynomials
and their duals, belong to the discrete series representations of the quantum algebra Ug(suy,1)
(see, for example, [6] and [11]). However, in order to facilitate ease of comprehending to a
larger number of readers we have not exploited this deep algebraic fact; that is, we exhibit ex-
plicit forms of these operators without using the representation theory of the quantum algebra
U, (su1,1). These pairs of operators are, in fact, a generalization of Leonard pairs, introduced
by P. Terwilliger [35] (for the definition and references see section 3).

When one considers dual sets of g-polynomials, orthogonal on countable sets of points,
then one member of these sets corresponds to the determinate moment problem and another
to the indeterminate moment problem. One of the two operators (A, I) (that is, the operator
A) for a given dual pair of sets of g-orthogonal polynomials corresponds to a three-term re-
currence relation for the set of polynomials, which corresponds to the determinate moment
problem. This operator is bounded and self-adjoint; moreover, it has the discrete spectrum.
We diagonalize this self-adjoint bounded operator and find its spectrum with the aid of the
second operator I, which corresponds to a g-difference equation for the same set of polyno-
mials. An explicit form of all eigenfunctions for the operator A is found for each dual set
of polynomials, considered by us. They are expressed in terms of g-polynomials, which be-
long to the set, associated with the determinate moment problem. Since the spectrum of A is
simple, its eigenfunctions form an orthogonal basis in the Hilbert space. One can normalize
this basis. This normalization is effected by means of the second operator I from the corre-
sponding pair. As a result of this normalization, two orthonormal bases in the Hilbert space
emerge: the canonical (or the initial) basis and the basis of eigenfunctions of the operator A.
They are interrelated by a unitary matrix U, whose entries u,y,, are explicitly expressed in
terms of polynomials Py, (z), corresponding to the determinate moment problem. Since the
matrix U is unitary (and in fact it is real in our case), there are two orthogonality relations for
its elements, namely

(L.1) Z Umn Um/n = 6mm’a Z Umn Umn' = Onp! -
n m

The first relation expresses the orthogonality relation for the polynomials P, (), which cor-
respond to the determinate moment problem. So, the orthogonality of U yields an algebraic
proof of orthogonality relation for these polynomials. In order to interpret the second rela-
tion, we consider the polynomials Py, (x,) (where {z,} is the set of points, on which the
polynomials are orthogonal) as functions of m. In this way one obtains one or two sets of
orthogonal functions, which are expressed in terms of a dual set of g-orthogonal polynomials
(which corresponds to the indeterminate moment problem). The second relation in (1.1) leads
to the orthogonality relations for these dual g-orthogonal polynomials.

Since this set of g-orthogonal polynomials corresponds to the indeterminate moment
problem, there are infinitely many orthogonality relations. Using the pair of operators (A4, I)
and the notion of duality, one is able to find only one orthogonality relation (which is dual to
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the orthogonality relation for the corresponding set of polynomials, associated with the de-
terminate moment problem). Sometimes a measure, which corresponds to this orthogonality
relation, is extremal and sometimes it is not extremal. It depends on a concrete pair of dual
sets of polynomials.

Throughout the sequel we always assume that ¢ is a fixed positive number such that
g < 1. We use (without additional explanation) notations of the theory of special functions
and the standard g-analysis (see, for example, [21] and [3]). We shall also use the well-known
shorthand notation (a1, - ,ar;q)n := (a1;@)n - - - (ak; Qn-

2. Orthogonality measures and duality.

2.1. Orthogonal polynomials, Jacobi matrices and the moment problem. Orthogo-
nal polynomials are closely related to operators represented by a Jacobi matrices. In what
follows we shall use only symmetric Jacobi matrices and the word ’symmetric” will be often
omitted. By a symmetric Jacobi matrix we mean a (finite or infinite) symmetric matrix of the
form

bo ag 0 0
[4%)) b1 ai 0
(2 1) M = 0 ay bz as
0 0 a b3 as

o O O

We assume below that all a; # 0, ¢ = 0,1,2,---; then a; are real. Let L be a closed
symmetric operator on a Hilbert space #, representable by a Jacobi matrix M. Then there
exists an orthonormal basis e,,, n = 0,1, 2, -- -, in H, such that

Le, = anént1 + bnen + an—1€n—1,

where e_; = 0. Let |z) = Y_°7  pn(2)en, be an eigenvector' of L with an eigenvalue z, that
is, L|z) = z|z). Then

L|'7:) = Z[pn(w)anen+l + pn(z)bnen +pn($)anflenfl] =z an(a")en-
n=0 n=0

Equating coefficients of the vector e,,, one comes to a recurrence relation for the coefficients
pn(z):

(2.2) anPn+1 (33) + bnpn(x) + an—lpn—l(x) = $Pn($)

Since p_1(x) = 0, by setting po(z) = 1 we see that p; () = apz — bo/ag. Similarly we can
find uniquely p,(z), n = 2,3, --. Thus, the relation (2.2) completely determines the coef-
ficients p,,(x). Moreover, the recursive computation of p,(x) shows that these coefficients
pn(2x) are polynomials in z of degree n. Since the coefficients a,, and b,, are real (because
the matrix M is symmetric), all coefficients of the polynomials p,,(z) themselves are real.

Well-known Favard’s characterization theorem for polynomials P,(z),n = 0,1,2,---,
of degree n states that if these polynomials satisfy a recurrence relation

Ap Poyi(x) + By Po(z) + Cp Pr—i(z) = z Pp(x)

1Observe that eigenvectors of L may belong to either the Hilbert space # or to some extension of #. (For
example, if H = L2 (—oo, oo) and in place of L we have the operator d/ dx, then the functions eizp , which do not
belong to L2(—00, c0), are eigenfunctions of d/dz.) Below we act freely with eigenvectors, which do not belong
to H, but this can be easily made mathematically strict.
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and the conditions A,,Cy+1 > 0 are satisfied, then these polynomials are orthogonal with re-
spect to some positive measure. It is clear that the conditions of Favard’s theorem are satisfied
for the polynomials p,, () because in this case the requirements simply reduce to inequalities
a? > 0forn =0,1,2,---. This means that the polynomials p, () from (2.2) are orthogonal
with respect to some positive measure p(z). It is known that orthogonal polynomials admit
orthogonality with respect to either unique positive measure or with respect to infinitely many
positive measures.

The polynomials p,, () are very important for studying properties of the closed symmet-
ric operator L. Namely, the following statements are true (see, for example, [15] and [32]):

I. Let the polynomials p,,(z) are orthogonal with respect to a unique orthogonality mea-
sure K,

/ P (@)D (@) () = B,

where the integration is performed over some subset (possibly discrete) of R, then the closed
operator L is self-adjoint. Moreover, the spectrum of the operator L is simple and coincides
with the set, on which the polynomials p, () are orthogonal (recall that we assume that all
numbers a,, are non-vanishing). The measure u(x) determines the spectral measure for the
operator L (for details see [15], Chapter VII).

II. Let the polynomials p,(x) are orthogonal with respect to infinitely many different
orthogonality measures . Then the closed symmetric operator L is not self-adjoint and
has deficiency indices (1, 1), that is, it has infinitely many (in fact, one-parameter family
of) self-adjoint extensions. It is known that among orthogonality measures, with respect to
which the polynomials are orthogonal, there are so-called extremal measures (that is, such
measures that a set of polynomials {p,(x)} is complete in the Hilbert space L? with respect
to the corresponding measure; see subsection 2.3 below). These measures uniquely determine
self-adjoint extensions of the symmetric operator L. There exists one-to-one correspondence
between essentially distinct extremal orthogonality measures and self-adjoint extensions of
the operator L. The extremal orthogonality measures determine spectra of the corresponding
self-adjoint extensions.

The inverse statements are also true:

I'. Let the operator L be self-adjoint. Then the corresponding polynomials p,, () are
orthogonal with respect to a unique orthogonality measure ,

/ P ()0 (2)Ap() = Gy,

where the integral is taken over some subset (possibly discrete) of R, which coincides with
the spectrum of L. Moreover, a measure 4 is uniquely determined by a spectral measure for
the operator L (for details see [15], Chapter VII).

I'. Let the closed symmetric operator L be not self-adjoint. Since it is representable
by a Jacobi matrix (2.1) with a, # 0, n = 0,1,2,---, it admits one-parameter family of
self-adjoint extensions (see [15], Chapter VII). Then the polynomials p,(z) are orthogonal
with respect to infinitely many orthogonality measures p. Moreover, spectral measures of
self-adjoint extensions of L determine extremal orthogonality measures for the polynomials
{pn(z)} (and a set of polynomials {p,(z)} is complete in the Hilbert spaces L?(u) with
respect to the corresponding extremal measures p).
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On the other hand, with the orthogonal polynomials p,, (), n = 0,1,2, - - -, the classical
moment problem is associated (see [31] and [12]). Namely, with these polynomials (that
is, with the coefficients a,, and b,, in the corresponding recurrence relation) real numbers
cn, n = 0,1,2,---, are associated, which determine the corresponding classical moment
problem. (The numbers ¢,, are uniquely determined by a, and b,.) The definition of the
classical moment problem consists in the following. Let a set of real numbers ¢, n =
0,1,2,---, be given. We are looking for a positive measure u(x), such that

(2.3) /:c”du(w) =¢n, n=0,1,2,---,

where the integration is taken over R. (In this case we deal with the Hamburger moment
problem.) There are two principal questions in the theory of moment problem:

(i) Does there exist a measure u(z), such that relations (2.3) are satisfied?
(i) If such a measure exists, is it determined uniquely?

The answer to the first question is positive, if the numbers ¢,,, n = 0,1,2, - - -, are those,
which correspond to a family of orthogonal polynomials. Moreover, a measure u(z) then
coincides with the measure, with respect to which these polynomials are orthogonal.

If a measure p in (2.3) is determined uniquely, then we say that we deal with the deter-
minate moment problem. In particular, it is the case when the measure p is supported on a
bounded set. If a measure, with respect to which relations (2.3) hold, is not unique, then we
say that we deal with the indeterminate moment problem. In this case there exist infinitely
many measures u(z) for which (2.3) take place. Then the corresponding polynomials are
orthogonal with respect to all these measures and the corresponding symmetric operator L is
not self-adjoint. In this case the set of solutions of the moment problem for the numbers {c, }
coincides with the set of orthogonality measures for the corresponding polynomials {p, (z)}.

Observe that not each set of real numbers ¢,,, n = 0,1,2, - --, is associated with a set of
orthogonal polynomials. In other words, there are sets of real numbers ¢,,, n = 0,1,2,---,
such that the corresponding moment problem does not have a solution, that is, there is no
positive measure p, for which the relations (2.3) are true. But if for some set of real numbers
cn,n = 0,1,2,---, the moment problem (2.3) has a solution p, then this set corresponds
to some set of polynomials p,(z), n = 0,1,2,---, which are orthogonal with respect to
this measure p. There exist criteria indicating when for a given set of real numbers ¢,
n =0,1,2,---, the moment problem (2.3) has a solution (see, for example, [31]). Moreover,
there exist procedures, which associate a collection of orthogonal polynomials to a set of real
numbers ¢, n = 0,1, 2, - - -, for which the moment problem (2.3) has a solution (see, [31]).

Thus, we see that the following three theories are closely related:

(1) the theory of symmetric operators L, representable by a Jacobi matrix;
(ii) the theory of orthogonal polynomials in one variable;
(iii) the theory of classical moment problem.

2.2. Extremal orthogonality measures. To a set of orthogonal polynomials p,(x),
n =0,1,2,-.-, associated with an indeterminate moment problem (2.3), there correspond
four entire functions A(z), B(z), C(z), D(z), which are related to appropriate orthogonality
measures y for the polynomials by the formula

(2.4) Fz) = A(z) :Z(z)C(z) /°° dp(t)
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(see, for example, [31]), where o(z) is any analytic function. Moreover, to each analytic
function o(z) (including cases of constant o(z) and o(z) = %o00) there corresponds a single
orthogonality measure p(t) = u,(t) and, conversely, to each orthogonality measure y there
corresponds an analytic function ¢ such that formula (2.4) holds. There exists the Stieltjes
inversion formula, which converts the formula (2.4). It has the form

[u(t: +0) + u(tr — 0)] = [u(to + 0) + p(to — 0)]

~ lim (—l tl[F(t+is)—F(t—is)]dt).

e—+0 i Jy,

Thus, orthogonality measures for a given set of polynomials p,,(z), n = 0,1,2,---, in
principle, can be found. However, it is very difficult to evaluate the functions A(z), B(z),
C(2), D(z). In [23] they are evaluated for particular example of polynomials, namely, for
the ¢~ '-continuous Hermite polynomials ., (x|q). So, as a rule, for the derivation of orthog-
onality measures other methods are used.

The measures . (t), corresponding to constants o (including ¢ = =o00), are called
extremal measures (some authors, following the book [12], call these measures N -extremal).
All other orthogonality measures are not extremal.

The importance of extremal measures is explained by Riesz’s theorem. Let us suppose
that a set of polynomials p,(z), n = 0,1,2,---, associated with the indeterminate mo-
ment problem, is orthogonal with respect to a positive measure g (that is, p is a solution of
the moment problem (2.3)). Let L?(u) be the Hilbert space of square integrable functions
with respect to the measure u. Evidently, the polynomials p,, () belong to the space L%(p).
Riesz’s theorem states the following:

THEOREM 2.1. The set of polynomials p,,(x), n = 0,1,2, - -, is complete in the Hilbert
space L?() (that is, they form a basis in this Hilbert space) if and only if the measure p is
extremal.

Note that if a set of polynomials p,(z), n = 0,1,2,---, corresponds to a determinate
moment problem and g is an orthogonality measure for them, then this set of polynomials is
also complete in the Hilbert space L% (p).

In particular, Riesz’s theorem 2.1 is often used in order to determine whether a certain
orthogonality measure is extremal or not. Namely, if we know that a given set of orthogonal
polynomials, corresponding to an indeterminate moment problem, is not complete in the
Hilbert space L?(p), where p is an orthogonality measure, then this measure is not extremal.

Note that for applications in physics and in functional analysis it is of interest to have
extremal orthogonality measures. If an orthogonality measure g is not extremal, then it is
important to find a system of orthogonal functions { f,,, ()}, which together with a given set
of polynomials constitute a complete set of orthogonal functions (that is, a basis in the Hilbert
space L2(u)). Sometimes, it is possible to find such systems of functions (see, for example,
[19D).

Extremal orthogonality measures have many interesting properties [31]:

(a) If o () is an extremal measure, associated (according to formula (2.4)) with a num-
ber o, then u, () is a step function. Its spectrum (that is, the set on which the corresponding
polynomials p,(z), n = 0,1,2,---, are orthogonal) coincides with the set of zeros of the
denominator B(z) — o D(z) in (2.4). The mass, concentrated at a spectral point z; (that is, a
jump of p1,(z) at the point z;), is equal to (3, [pn(z;)|?) L.
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(b) Spectra of extremal measures are real and simple. This means that the correspond-
ing self-adjoint operators, which are self-adjoint extensions of the operator L, have simple
spectra, that is, all spectral points are of multiplicity 1.

(c) Spectral points of two different extremal measures u, (z) and p,-(x) are mutually
separated.

(d) For a given real number zo, always exists a (unique) real value ¢, such that the
measure pu,(x) has g as its spectral point. The points of the spectrum of p, (x) are analytic
monotonic functions of o.

It is difficult to find all extremal orthogonality measures for a given set of orthogonal
polynomials (that is, self-adjoint extensions of a corresponding closed symmetric operator).
As far as we know, at the present time they are known only for one family of polynomials,
which correspond to indeterminate moment problem. They are the ¢ —!-continuous Hermite
polynomials h, (x|q) (see [23]).

If extremal measures pu, are known then by multiplying u, by a suitable factor (de-
pending on o) and integrating it with respect to o, one can obtain infinitely many continuous
orthogonality measures (which are not extremal).

2.3. Dual sets of orthogonal polynomials. A notion of duality for two families of
polynomials, orthogonal on finite sets of points, is well known. Namely, let p,(z), n =

0,1,2,---, N, be orthogonal polynomials with orthogonality relation
N N
(25) Z pn(xm)pn’ (mm)wm = U;I(Snn’ Z Ws,
m=0 s=0
wheren,n' =0,1,2,--- N, ws > 0 is a jump of the orthogonality measure in the point z,
and

n

Up = H(ak,l/ck)

k=0

(ar, and ¢, are coefficients in the three-term recurrence relation xp,(z) = appn+1(z) +
bnpn(x) + cnpn—1(zx) for the polynomials p,,(z)). Then the dual orthogonality relation is of
the form

N N
(26) Z pn(mm)pn(mm’)vn = w;llémm’ Z Ws,

n=0 s=0
where m,m' = 0,1,2,--- , N (see, for example, [21], Chapter 7). If one considers the

Pn(Tm) as functions of n, in many cases these functions turn out to be either polynomials in
or polynomials in v(n), where v(n) is some function of nn. Then the polynomials P, (n) :=
pn(fEm), m = 0) ]-5 27 e 7N (respectively, Pm(V(n)) = pn(.'li'm), m = 0; 17 25 o 5N)
are orthogonal polynomials of n (respectively of v(n)), for which (2.6) is an orthogonality
relation. The polynomials P, (v(n)), m = 0,1,2,--- , N, are called dual polynomials with
respect to the pp(zm), n = 0,1,2,---, N. If the dual polynomials {P,,(v(n))} coincide
with the {p,(m)}, then the polynomials {p,(m)} are called self-dual. For instance, Racah
polynomials and g-Racah polynomials both represent families of self-dual polynomials.

It is not obvious how to extend the notion of duality to polynomials, orthogonal on count-
able sets of points. In the case of polynomials, orthogonal on a finite set of points, the orthog-
onality (2.6) readily follows from the orthogonality (2.5). Namely, the orthogonality (2.5)
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means that the real (N + 1) x (N + 1) matrix (@mn )2 ,—o With matrix elements

N 1/2
Amn = cmnpn(xm)y Cmn = wmvn/ 5 Ws ,
s=0

is orthogonal. Orthogonality of its columns is equivalent to the relation (2.5). Orthogonality
by rows for the matrix (amn)f, ,—o yields the relation (2.6).

In the case, when we have orthogonality of polynomials on a countable set of points a
similar conclusion can be false. Let p,(z), n = 0,1,2,- - -, be a set of orthogonal polynomi-
als with orthogonality relation

2.7 Z Dn (xm) Dnr (xm) W = hp Opnr,
m=0
where n,n’ = 0,1,2,--- and h,, are some constants. Again, one may consider p,(z,,) as

functions of n. We are interested in the cases when these functions are polynomials either in
n or in some v(n). So the question arises: When the dual relation to (2.7), namely,

(2.8) Z pn(xm) pn(mm’)) h;l = w;zl Omm?
n=0

is an orthogonality relation for the dual polynomials Py, (v(n)) := pp(zm), m = 0,1,2,---?
It follows from Riesz’s theorem 2.1 that this is the case, when the orthogonality measure
in (2.7) corresponds to determinate moment problem or when this measure corresponds to
indeterminate moment problem and it is extremal. Namely, in both these cases the matrix
(@mn)3 e With @y = (B wim)'/?py(24) is orthogonal, that is,

§ Qmn Gmn = 6nn’7 § Qmn OGm!n = 6mm’ .
m n

It is natural to call the polynomials P, (v(n)) dual to the polynomials p,(m). The orthogo-
nality relation for them is

o0

Z P (v(n)) P (v(n)) byt = w,,," S

n=0

However, very often a function v(n), such that P, (v(n)) := pp(Zm), m =0,1,2,---,
are polynomials in v(n), does not exist. Nevertheless, sometimes it turns out that there
are some m-independent b,, n = 0,1,2,---, such that P, (v(n)) := by pn(zm), m =
0,1,2,---, are polynomials in v(n) for an appropriate function v(n). When the orthogo-
nality measure in (2.7) corresponds to determinate moment problem or when this measure
corresponds to indeterminate moment problem and it is extremal, then we have the orthog-
onality relation (2.8) for the functions Py, (v(n)) := pp (%), which is equivalent to the
orthogonality relation

oo

Y Pu(w(n) Pow (v(n)) b7 hiy' = wi

n=0

for the polynomials P,,, (v(n)). In this case it is also natural to call the polynomials Py, (v(n))
by, pr(2m) dual to the orthogonal polynomials p,, (m).
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The situation can be sometimes more complicated. Namely, the orthogonality relation
for polynomials with a weight function, supported on a countable set of points, may be of the
form (for instance, for the big g-Jacobi polynomials)

(2.9 Z pn(mm)pn’ (xm)wm + z pn(ym) Dn! (ym) w;n = hp nnr.
m=0 m=0

Let by, b),, v(n) and v’ (n) be such functions of n that Py, (v(n)) := by Pp(2m) and P, (v'(n))
:= b}, pr(ym) are polynomials in v(n) and v’ (n), respectively. When the orthogonality mea-
sure in (2.9) corresponds to determinate moment problem or when this measure corresponds

to indeterminate moment problem and it is extremal, then the matrix ((“’"")m’"=° ) , with two

(a'mn)fr?,n=o

infinite matrices (placed one over another) with matrix elements @, = (b, wy,)Y2py (2,)
and a',,,, = (h;'w!)"/?pp(ym). is orthogonal, that is,

1 1
E Amn Amn' + E Gy Gt = Omn? s
m m

! ! !
g Qmn Gmin = Omm! E Criry Qo = O E Cmn Gy, = 0.
n n n

Orthogonality of columns of this matrix gives the orthogonality relation (2.9). The orthogo-
nality of rows gives orthogonality of the polynomials P, (¢'(n)) and P/, (v'(n)):

> Pr(v(n)) Po (v(n)) b2 bt = wi! S,
n=0

> P () Pl (v () b byt = w' ) S,
n=0
3" Pu(w(n)) Ply (v (n)) b1 ¥ it = 0.
n=0

In this case both sets of the polynomials Py, (¢'(n)) and P/, (v'(n)) are regarded on a par
as duals to the set of orthogonal polynomials p,(x). (For the big g-Jacobi polynomials,
these two dual sets turn out to be polynomials of the same type, but with different values of
parameters; see section 4.) If the orthogonality relation (2.9) would contain r terms, then we
had r dual sets of functions.

Thus, if we have a set of polynomials {p,(z)}, orthogonal on a countable set of points,
and they correspond to a determinate moment problem or to an indeterminate moment prob-
lem and the orthogonality measure is extremal, then one can find the corresponding orthogo-
nality measure for dual set of polynomials, if they exist.

The main goal of this review is to discuss a method of constructing orthogonality mea-
sures for a given set of polynomials and their duals in a straightforward manner. This method
is based on the use of two closed symmetric (self-adjoint) operators, representable (in some
bases) by Jacobi matrices. In the following sections, we shall illustrate how this method
works by considering families of g-orthogonal polynomials from the Askey scheme.
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Let us emphasize that there are already known theorems on dual orthogonality properties
of polynomials, whose weight functions are supported on an infinite set of discrete points (see,
for example, [20], [34], [16] and [24]). But it is essential that in most cases (especially in the
cases of g-polynomials) dual objects are represented by orthogonal functions. Therefore, one
still needs to make one step further in order to single out an appropriate family of dual poly-
nomials from these functions (in those cases when it turns out to be possible). We show that
this step can be made by choosing the b,, for the dual polynomials Py, (v(n)) := by, pp(Zm)-
Besides, when one considers some dual set with respect to a given family of orthogonal poly-
nomials, it is also necessary to investigate the problem of completeness for this dual object.
In our approach, based on the use of two particular operators, the problem of completeness is
resolved automatically.

2.4. List of dual sets of g-orthogonal polynomials. In this subsection, we give a list of
dual sets of g-polynomials, orthogonal on countable sets of points. Each of these dual pairs
will be considered in detail in the subsequent sections. In particular, orthogonality relations
for them will be explicitly derived.

g-polynomials their duals
(determinate moment problem) | (indeterminate moment problem)
little g-Jacobi dual little g-Jacobi
big g-Jacobi dual big g-Jacobi (two sets)
discrete g-ultraspherical dual discrete g-ultraspherical
big q-Laguerre g-Meixner (two sets)
alternative g-Charlier dual alternative g-Charlier
Al-Salam—Carlitz I q-Charlier (two sets)
little g-Laguerre Al-Salam—Carlitz II

Let us exhibit these dual pairs explicitly.

Little g-Jacobi polynomials and their duals. Little g-Jacobi polynomials, given by the
formula

(2.10) Pr(X;a,blg) = 201 (¢7", abg™*'; ag; ¢,9)),

are orthogonal for 0 < @ < ¢~ and b < ¢~!. The dual little g-Jacobi polynomials, corre-
sponding to the polynomials (2.10) with the same values of the parameters a and b, are given
as

dn(u(m);a,blq) == 3¢1(qg” ™, abg™ ', ¢~ ™; bq; q,q"/a),

where p(m) = ¢~™ + abg™*!. Since these polynomials are absent in the Askey g-scheme
[27], we give the orthogonality relation for these polynomials:

(oS} —a 2m—+1 a “Qm ,
2 - § z?ab;(gqb;,;f;q) a™ g™ dp(u(m)) dw (1(m))

m=0

_ (ab¢*; @)oo (¢;9)n(aq) ™™
- nn' -
(@)oo (B30
The polynomials d,, (1(m)) correspond to the indeterminate moment problem and the ortho-

gonality measure here is extremal. The duality of these polynomials to the set of the little
g-Jacobi polynomials was first observed in [6] (see also [8]).



ETNA

Kent State University
etna@mcs.kent.edu

118 N. M. ATAKISHIYEV AND A. U. KLIMYK

Big g-Jacobi polynomials and their duals. Big g-Jacobi polynomials, given by the formula
(211) Pn()‘z a, b; G q) = 3¢2 (q_na abqn+17 )‘7 aqg,cq; g, q);

are orthogonal for 0 < a,b < ¢~! and ¢ > 0. The dual big g-Jacobi polynomials, associated
with the polynomials (2.11) with the same values of the parameters a, b, ¢, are given as

(2.12) Dy (u(m);a,b,clq) == 3¢2(¢™™, abg™ ', ¢™™; ag,abq/c; q,aq™ " Jc),

where p(m) = ¢=™ + abg™*!. The second set of dual polynomials with respect to (2.11)
is obtained from the polynomials (2.12) by the replacements a,b,c — b, a,ab/c, respec-
tively. Again, since these polynomials are absent in the g-Askey scheme, we give here the
orthogonality relation for the polynomials (2.12):

oo

_ 2m+1 .
5 Lot JEn a8 ) (—gjqym gm(m=b/2 D, (i) Do ()

m=0

_ (@b, c/a; @)oo (aq/C, i Dn o

(bg,cq;9)0  (agq,abg/c; q)ng™

The polynomials D,,(u(m)) correspond to the indeterminate moment problem and the or-
thogonality measure here is not extremal.

Discrete g-ultraspherical polynomials and their duals. Discrete g-ultraspherical polyno-
mials CT(LG) (x;q), a > 0, are a particular case of the big g-Jacobi polynomials

2 —
CY ) (z;9) = Pu(x : a,a,—a;q) = 3¢5 (g™, a’¢"*!, z; ag, —ag; ¢,q).

An orthogonality relation for C,(La) (z; q) follows from that for the big g-Jacobi polynomials

and it holds for positive values of a. We can consider the polynomials C,(f) (z;q) also for
other values of a. In particular, they are orthogonal for imaginary values of a and x. In order
to dispense with imaginary numbers in this case, the following notation is introduced:

(2.13) CL N (w3 q) 1= (=)"CS) (im; q) = (—0)" Pu(iz; ia, ia, —ia; g),
The orthogonality relation for them is of the form
(—a

St 2. .2 s
9549 )s 9" x(a s ~(a s
3 7(q2.q2)) G0 (Va9 (Vag* ™t q)
s=0 ! 8

(—ag®; ¢®) oo (1 + aq) a®* ' (¢;q)2n41 RGO S
)oo (1+aq4k+3) (—aq;q)2k+1

The formula
q %, a*q"tt g7

D) (u(x;0*)|g) = Dn(p(z; a); a0, —alg) =
n (/,L(Z‘,Cl )lq) (/J/(.Z',CL )’a’a7 a|q) 3¢2 ( aq, —aq

q, _qn+1) )

where p(z;a?) = ¢=% + a?¢®*! and D,,(u(x; a?)) are dual big g-Jacobi polynomials, gives
dual discrete g-ultraspherical polynomials. They correspond to indeterminate moment prob-
lem. The dual orthogonality relation for them (when a? > 0) follows from the orthogonality
relation for dual big g-Jacobi polynomials.
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For the polynomials D,({ﬁ) (u(x; a?)|q) with imaginary a we have

~ 2 . . .
D) (ulw; —a®)|q) := Da(ul; —a*)sia, ia, —ialg)

a, —q”“) -

These polynomials are dual to the polynomials CN’,(LGZ) (z; q) from (2.13). In this case there are
also infinitely many orthogonality relations, which are considered in section 5.

— ¢ q—w’_anz—H’q—n
32 iagq, —iag

Big g-Laguerre polynomials and g-Meixner polynomials. Big g-Laguerre polynomials,
given by the formula

Po(Xa,b;q) == 3¢2(q™",0,; ag,bg; q,q),

are orthogonal for 0 < a < ¢~! and b < 0. The dual polynomials coincide with g-Meixner

polynomials M, (¢~ *; a,—b/a; q) and M,,(¢~*; b, —a/b; q), where
Mn(a%;a,b59) == 2¢1(a™", a%; ag; ¢, —¢"** /b).

We obtain orthogonality relations for the g-Meixner polynomials M, (¢~ *; a, b; ¢) with b < 0
and b > 0 in section 6.

The duality relation between big g-Laguerre polynomials and g-Meixner polynomials
was studied in [2]. The appearance of g-Meixner polynomials as a dual family with respect
to the big g-Laguerre polynomials is quite natural because the transformation ¢ — ¢~! inter-
relates these two sets of polynomials, that is,

Mn(z;b,¢;¢7") = (7" /b5¢)n Pa(qz/b;1/b, —c; q).

Alternative g-Charlier polynomials and their duals. Alternative g-Charlier polynomials
are given by the formula

Kn(X;a5q) :=201(¢7", —aq"; 0; ¢,q}) .
They are orthogonal for @ > 0. Their duals are the polynomials

n m

dn(p(m);a;q) :=3¢o(¢" ™, —aq™, ¢ —5 ¢,—q¢"/a),  p(m):=q¢ " —aqg™,

which correspond to the indeterminate moment problem (see [10]). They are also absent in
the g-Askey scheme. The orthogonality relation for these polynomials is

oo

(L+ag*™)a™  mzmo1)/2 O
2 (—a4"™; @)oo (G O (1)) (pi(m)) = angrnt1)/2 Ornt> @ > 0.

m=0

Al-Salam-Carlitz I polynomials and g-Charlier polynomials. Al-Salam—Carlitz I polyno-
mials, given by the formula

U (x5 q) := (—a)"q" " V2 501 (¢ ™, 27Y; 05 g; zg/a),

are orthogonal for a < (. There are two sets of dual polynomials [25]. They coincide with
two sets of g-Charlier polynomials Cy,(¢~%; —a; ¢) and Cr(¢~%; —1/a; q), where

Cnlg "5 a; q) :=2¢1(q¢ ", ¢ *; 0; ¢; —¢" ' /a).
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Little g-Laguerre polynomials and Al-Salam—Carlitz I polynomials. The little g-Laguerre
polynomials are given by the formula

pn(; alg) :==201(¢7", 05 ag; ¢;qz) = (a™'q7™5q),;, " 200(¢ ", 275 —; ¢;2/a).

They are orthogonal for 0 < a < ¢~!. The dual polynomials with respect to them are the

Al-Salam—Carlitz IT polynomials (see [7])
Vi (@5 @) := (—a)"q """ 2 000 (q7 ", w5 —; 4307 /a).

3. Little g-Jacobi polynomials and their duals.

3.1. Pair of operators (I;,.J). Let H be a separable complex Hilbert space with an
orthonormal basis f,,, n = 0,1,2,---. The basis determines uniquely a scalar product in H.
In order to deal with a Hilbert space of functions on a real line, we fix a real number a such
that 0 < a < ¢! and realize our Hilbert space in such a way that basis elements f,, are
monomials:

fn = folz) = cp 2™,

where

a—n/4 (aCI; q):l/z
1/2

n=20,1,2,3,---.
CHE

Cp =

Thus, in fact, our Hilbert space depends on the number a and can be denoted as H,,.

We fix two real parameters a and b such that b < ¢, 0 < @ < ¢!, and define
on H = H, two operators. The first one, denoted as ¢7° and taken from the theory of
representations of quantum group Uy (suy 1), acts on the basis elements as

(3.1) a7 fr = (qa)"/*q" fn.

The second operator, denoted as I, is given by the formula

(3.2) L fn = —anfat1 — an—1fn-1+ bnfn,

where

a, = a/2qvt1/? V(1 =g = ag"+1)(1 — bg" 1) (1 — abg™ 1)
" (1= abg2+2)/(T = abg 1) (T — abg?+)

’

__q" (L —ag" (1 —abg™™)  (1—q")(1 —bg")
"7 1 — abg?ntl 1 — abg?n+? 1 — abg®” '

The expressions for a,, and b,, are well defined. The operator I; is symmetric.

Since a,, — 0 and b, — 0 when n — oo, the operator I; is bounded. Therefore,
we assume that it is defined on the whole space H. For this reason, I; is a self-adjoint
operator. Let us show that I; is a Hilbert—Schmidt operator (we remind that a bounded self-
adjoint operator is a Hilbert-Schmidt operator if a sum of its squared matrix elements in
an orthonormal basis is finite; the spectrum of such an operator is discrete, with a single
accumulation point at 0). For the coefficients a,, and b,, from (3.2), we have

Qnt1/an = ¢, bny1/bn, = q when n — occ.
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Therefore, for the sum of all matrix elements of the operator I; in the canonical basis we

have ) (2a, + b,) < oo. This means that I; is a Hilbert—Schmidt operator. Thus, the

spectrum of I; is discrete and has a single accumulation point at 0. Moreover, a spectrum of

I is simple, since I; is representable by a Jacobi matrix with a,, # 0 (see [15], Chapter VII).
To find eigenfunctions &y () of the operator Iy, I1€x(z) = A& (), we set

&(@) =Y Bu(N) ful2).

Acting by the operator I; upon both sides of this relation, one derives that

Z Brn(A) (@nfrr + @1 fn1 — bufn) = =X Z Brn(A) fr,
n=0 n=0

where a,, and b,, are the same as in (3.2). Collecting in this identity all factors, which multiply
fn with fixed n, one derives the recurrence relation for the coefficients 3, ()):

,Bn—i-l (/\)an + 5n—1 (/\)an—l - ﬁn (/\)bn = _)‘ﬁn (/\)

The substitution

_ ((abg,ag; q)n (1 — abg® )\ '*
fnd) = ( (bg, 4 @)n (1 — abq)(ag)™ ) )

reduces this relation to the following one
AnBria () + CnBry(A) = (An + Cn) B, (A) = =B, ()
with

dy = LU0 A —abg) - ad"(1= a7
" (1 —abg? 1) (1 — abg2n+2)” " (1 — abg?")(1 — abg?nt1)’

This is the recurrence relation for the little g-Jacobi polynomials
(33) Pa(Xsa,blg) == 2¢1(¢7", abg™*; ag; ¢,q))

(see, for example, formula (7.3.1) in [21]). Therefore, 5}, (A) = pn(A; a, b|q) and

(abg, ag; g)n (1 — abg®™ ')
(bg; ¢; ¢)n (1 — abq)(ag)"
For the eigenfunctions &y (x) we have the expression

_ s (abg,aq;q)n (1 — abq2"+1) 1/2 ‘
NOEDD ( (bq, ¢ ¢)n (1 — abq)(ag)™ ) pa(X;a,blg) fn(2)

1/2
(3.4) Ba()) = ( ) Pa(Aia,blg).

n=0

(3.5)

— S a4 (ag;q)n [ (abq; q)n (1 — abg®"*1) 1/2 y "
7;) (@ 9)n ((bq;Q)n(l —abq)(aq)") pn(A;a,blg)z".

Since the spectrum of the operator I; is discrete, only a discrete set of these functions belongs
to the Hilbert space H. This discrete set of functions determines a spectrum of .
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Now we look for a spectrum of the operator I; and for a set of polynomials, dual to the
little g-Jacobi polynomials. To this end we use the action of the operator

J = (qa)1/2q—J0 + (qa)—l/Qaquo—H

upon the eigenfunctions &, (z), which belong to the Hilbert space H. In order to find how this
operator acts upon these functions, one can use the g-difference equation

(3.6) (7" + abg™™) pr(A) = X7 (bgA — 1) pn(g) + A7 (1 + a) pr(N)

AT A= 1) palg™'A)

for the little g-Jacobi polynomials p,,(A) = pn(A; a, blq) (see, for example, formula (3.12.5)
in [27]). Multiply both sides of (3.6) by d,, fn(z) and sum up over n, where d,, are the
coefficients of p,(A;a,b|q) in the expression (3.4) for the 8, (A). Taking into account the
first line in formula (3.5) and the fact that J f,(z) = (¢~ + abg™™!) f,(x), one obtains the
relation

B7)  J&(@) =arT (bgA — 1) Ea(z) + AT (A + a) Ex(z) + ATHA = 1) €-an(@).

It will be shown in the next section that the spectrum of the operator I; consists of the
points A = ¢, n = 0,1,2,---. Thus, we see that the pair of the operators I; and J form a
Leonard pair (see [35], where P. Terwilliger has actually introduced this notion in an effort to
interpret the results of D. Leonard [28]; see also [37], which contains a review on how one
can employ Leonard pairs to describe properties of orthogonal polynomials). We remind to
the reader that a pair of operators R, and Ry, acting on a linear space L, is a Leonard pair if

(a) there exists a basis in £, with respect to which the operator R, is diagonal, and the
operator Ry has the form of a Jacobi matrix;

(b) there exists another basis of £, with respect to which the operator R» is diagonal, and
the operator R; has the form of a Jacobi matrix.

Properties of Leonard pairs of operators in finite dimensional spaces are studied in detail.
Leonard pairs in infinite dimensional spaces are more complicated and only some isolated
results are known in this case (see, for example, [36]).

3.2. Spectrum of I; and orthogonality of little g-Jacobi polynomials. The aim of
this section is to find, by using the Leonard pair (I, J), a basis in the Hilbert space H, which
consists of eigenfunctions of the operator I; in a normalized form, and to derive explicitly
the unitary matrix U, connecting this basis with the canonical basis f,, n = 0,1,2,---, in
H. This matrix directly leads the orthogonality relation for the little g-Jacobi polynomials.

Let us analyze a form of spectrum of the operator I;. If A is a spectral point of the
operator I, then (as it is easy to see from (3.7)) a successive action by the operator .J upon

the function (eigenfunction of I1) &y leads to the functions
é—qm)\a m = 05 :l:]-a :l:2, Ty

which are eigenfunctions of I; with eigenvalues g™ . However, since I; is a trace class
operator, not all these points can belong to the spectrum of I1, since g~™A — oo when
m — oo if A # 0. This means that under a successive action by I; upon £y, on some step
the last term in (3.7) must vanish. Thus, under the action by I; upon &y for some A’ the
coefficient ' — 1 of £,-1, () in (3.7) vanishes. Clearly, it vanishes when A" = 1. Moreover,
this is the only possibility for the coefficient of £,-1,,(z) in (3.7) to vanish, that is, the point
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A = 1is a spectral point for the operator I;. Let us show that the corresponding eigenfunction
& (x) = &yo(x) belongs to the Hilbert space H.
Observe that by formula (I1.6) of Appendix Il in [21], one has

pn(l;a,blq) = 2¢1 (¢ ", abg"™*; ag; ¢,9) = w( bg" )"
) b ) b ) ) (aq; q)
Since (b7'q™™; q)n = (bq; q)n(=b"1g~1)"q~™"=1)/2 this means that

(bg; @)n

_ \n,.n(n+1)/2
a .
(ag; q)n( )a

pn(1;a,blq) =

Therefore, due to (3.5) for the scalar product (&1 (x), &1 (z)) we have

> abq; aqa (1 - abq2n+1) 2
p,(1;a,blq
e T;, (4,45 ) (1 — abg)(agyn 754019
— (abq, bq; q), (1 — abg®™*1) > (abg®;q) oo
(3.8) a"q" = 22
Z (aq, 454 ) (1 — abq) 1 (ag; @)oo

The last leg of this equality is obtained from formula (9.17) of Appendix. Thus, the series
(3.9) converges and, therefore, the point A = 1 actually belongs to the spectrum of the oper-
ator I;.

Let us find other spectral points of the operator I; (recall that a spectrum of I is discrete).
Setting A = 11in (3.7), we see that the operator .J transforms {40 () into a linear combination
of the functions &, () and &;o (). Moreover, &,(x) belongs to the Hilbert space #, since the
series

o0

abQJ aq: (1 - abq2n+1)
(€q &) = Z

2 (g; a,blq) < oo

n=0

is majorized by the corresponding series for £;0(x), considered above. Therefore, &4 (x)
belongs to the Hilbert space H and the point g is an eigenvalue of the operator I;. Similarly,
setting A = ¢ in (3.7), we find that §,2 () is an eigenfunction of I; and the point q* belongs
to the spectrum of I;. Repeating this procedure, we find that &= (z), n = 0,1,2,---, are
eigenfunctions of I; and the set ¢", n = 0,1,2, -- -, belongs to the spectrum of I;. So far, we
do not know yet whether other spectral points exist or not.

The functions {;~ (z), n = 0,1, 2, - - -, are linearly independent elements of the space H
(since they correspond to different eigenvalues of the self-adjoint operator I1). Suppose that
values ¢, n = 0,1,2,---, constitute a whole spectrum of the operator I;. Then the set of
functions £4» (2), n = 0,1,2,- - -, is a basis in the Hilbert space #. Introducing the notation
Ep =& (z),n=0,1,2,---, we find from (3.7) that

JEn=—ag "1 =b¢""")Ent1 +q¢ ™(a+1)Z —¢g (1 —¢") En

As we see, the matrix of the operator J in the basis =,,, n = 0,1,2,---, is not symmetric,
although in the initial basis f,,, n = 0,1,2,---, it was symmetric. The reason is that the
matrix A = (@, ) with entries

Qmn 1= Bm(qn)a m5n2071a27"' )
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where f3,,,(¢™) are the coefficients (3.4) in the expansion &g (2) = >, Bm(q") fm (), is
not unitary. (This matrix connects the bases { f,} and {E,}.) It is equivalent to the statement
that the basis 2, := & (z), n = 0,1,2,---, is not normalized. To normalize it, one has
to multiply =,, by corresponding numbers c¢,, (which are not known at this moment). Let
Zn = CnEn,m = 0,1,2,---, be a normalized basis. Then the matrix of the operator J is
symmetric in this basis. Since J has in the basis {én} the form

S -1 _ 1\ & _ S -1 _ S
JEn = —c iicnag” " (1 - bg" ™) Epi1 + ¢ Ma+1)En — ¢, 1eng (1 — ¢") Enca,
then its symmetricity means that

Crticnag (1 —bg" ) = ¢l enp1gT" T A - ¢

?

that is, ¢, /cn—1 = v/ag(l — bg") /(1 — q™). Therefore,

(bg; q)%?

¢n = clag)V? =L
(g;9)%*

where c is a constant.
Now instead of the expansion (3.5) we have the expansions

én(x) = Z cn Bm(q") fm (),

~

(3.9) &qn (2)

which connect two orthonormal bases in the space 7. This means that the matrix (G,y),
m,n =0,1,2,---, with entries

(3.10) amn = cnfm(q")

/2
nm (b4;0)n (abg, ag; g)m (1 — abg®+1)\! n
= ((agrm L0 (000 0050 1) pula™abla).
(@Dn  (bg,4;0)m (1 — abg)
is unitary, provided that the constant c is appropriately chosen. In order to calculate this

constant, we use the relation Y °_ |@mn|> = 1 for n = 0. Then the sum in this relation is a

multiple of the sum in (3.8) and, consequently,
_ (ag;9)t”
(abg; )L

Thus the ¢, in (3.9) and (3.10) are real and equal to

— ( (ag; @)oo (bg; Q)n(aq)")1/2
o\ 9)s (G0N '

The matrix (@,,,) with entries (3.10) is orthogonal, that is,

(3.11) Z GmnOmin = (smm’; Z Umnlmn' = 5nn’ .
n m
Substituting into the first sum over n in (3.11) the expressions for G, we obtain the identity
o
bg; q)n(ag)” n n
(3.12) > %pm(q ; a,blq) P (47 a, blg)
Y n

n=0
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_ (abg* @)oo (1 — abg)(aq)™ (bg, ; Dm s
(aq;))oo (1 — abg®™*?) (abg, ag; @)m
which must yield the orthogonality relation for the little g-Jacobi polynomials. An only gap,
which appears here, is the following. We have assumed that the points ¢, n = 0,1,2,---,
exhaust the whole spectrum of the operator ;. Let us show that this is the case.

Recall that the self-adjoint operator I is represented by a Jacobi matrix in the basis f,,
n = 0,1,2,---. According to the theory of operators of such type (see, for example, [15],
Chapter VII; a short explanation is given in section 2), eigenfunctions £ of I; are expanded
into series in the monomials f,,n = 0,1,2,-- -, with coefficients, which are polynomials in
A. These polynomials are orthogonal with respect to some positive measure dy(\) (moreover,
for self-adjoint operators this measure is unique). The set (a subset of R), on which the
polynomials are orthogonal, coincides with the spectrum of the operator under consideration
and the spectrum is simple. Let us apply these assertions to the operator I .

We have found that the spectrum of I; contains the points ¢, n = 0,1,2,---. If the
operator I; had other spectral points z, then on the left-hand side of (3.15) there would be
other summands g, P (2 ; @, b|q) P (z1; @, blq), corresponding to these additional points.
Let us show that these additional summands do not appear. To this end we setm = m/ =0
in the relation (3.12) with the additional summands. Since po(z;a,blg) = 1, we have the
equality

o (0g; @)n(aq)" _ (abg*;9)os
T;, (4 9)n +;uw’°_ (ag; @)oo

According to the g-binomial theorem (see formula (1.3.2) in [21]), we have

(3.13)

— (bg;Q)n (aQ)™ _ (abg?; q)o
2 (& Dn (aq; Qoo

n=0

Hence, ), pz, = 0 and this means that additional summands do not appear in (3.12) and it
does represent the orthogonality relation for the little g-Jacobi polynomials.

By using the operators I; and J, which form a Leonard pair of infinite dimensional sym-
metric operators, we thus derived the orthogonality relation for little g-Jacobi polynomials.

The orthogonality relation for the little g-Jacobi polynomials is given by formula (3.12).
Due to this orthogonality, we arrive at the following statement: The spectrum of the operator
I, coincides with the set of points q", n = 0,1,2,---. The spectrum is simple and has one
accumulation point at 0.

3.3. Dual little g-Jacobi polynomials. Now we consider the second identity in (3.11),
which gives the orthogonality relation for the matrix elements d,,, considered as functions
of m. Up to multiplicative factors these functions coincide with

(3.14) Fo(z;a,blq) := 261 (z, abg/z; ag; q,q™ "),

considered on the set z € {¢g~™ |m =0,1,2,---}. Consequently,

i ( (04 Qoo (0G5 D (v (b9, G5 Don (1 = aqum“))”2
" \(abg; @)oo (65 @)n (b4, 45 @)m

and the second identity in (3.11) gives the orthogonality relation for the functions (3.14):

N

Fn(q™™;a,blq)

o0

(1 - abq2m+l) (abqa ag; q)m
2 (1 — abq)(ag)™ (bq, q; @)m

(3.15) Fo(g ™;a,blq) Fr (¢~ ™; a,blg)

m=0
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_ (0% @)oo (@ Dn(ad) ™" o
(a4; Q)00 (bg;Q)n

The functions Fy,(z;a,b|q) can be represented in another form. Indeed, one can use the
relation (IT1.8) of Appendix Il in [21] in order to obtain that

—-m, _ (b_lq_m;q)m m—+1\m -m m+1 —n, . n
Fn(q 7aab|q) - (aq q) (abq ) 3¢1 (q 7abq ,q ) bqa q,q /a)
—1)™ (b )m m m(m —m m -n n
(3.16) _ GV tgign ()aq,(q;l O, g™ 2501 (7™, abg™ g7 bg; q,q"/a).

The basic hypergeometric function 3¢; in (3.16) is a polynomial of degree n in the variable
p(m) := ¢~™ + abq™**, which represents a g-quadratic lattice; we denote it as

(3.17) dn(p(m);a,blg) == 3¢1(qg” ™, abg™ ", ¢ " bg; q,4"/a).

Then formula (3.15) yields the orthogonality relation

oo —a 2m+1 a “Qm )
Z : (1 If]abq) (L(q b;]_’:)q’ d a™ q"™ dn(p(m)) dn (u(m))
0 s 4y 4)m

m=|

n

_ (ab¢% @)oo (G Dm(a)) " 5

3.18
G189 (ag; q)oo (bg; @)n

for the polynomials (3.17). We call the polynomials d,,(u(m); a,blq) dual litile q-Jacobi
polynomials.

Note that these polynomials can be expressed in terms of the Al-Salam—Chihara polyno-
mials

1

(ab; @)n g " az,az”
n\Z; Jb = y
Qu(asa,bla) = “E0R a9 (1000

1
Q7Q) ’ T = E(z +z_1)7

with the parameter ¢ > 1. An explicit relation between them is

qn(n—l)/2

(=B)"(1/aB;q)n

Ch. Berg and M. E. H. Ismail studied this type of Al-Salam—Chihara polynomialsin [17] and
derived complex orthogonality measures for them. But [17] does not contain any discussion
of the duality of this family of polynomials with respect to little g-Jacobi polynomials.

Observe that the dual polynomials (3.17) can be also expressed in terms of the little
g-Jacobi polynomials (3.3):

dn((x); B/, 1/afq|q) = Qn(ap(@)/2; 0, Blg™).

aq;q)m —m —m(m n
dnm(m);a,wq):W(—a) /2 (40 blg).

A recurrence relation for the polynomials d,, (u(m); a, b|q) is derived from formula (3.6).
It has the form

(@™ +abg™ ) dn(u(m)) = —aq (1 = bg"*") dny1 (u(m))
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+¢ "1+ a)dn(p(m)) —¢7"(1 = ¢") dn—a((m)),

where d,,(u(m)) = d,(u(m); a,blg). Comparing this relation with the recurrence relation
(3.69) in [5], we see that the polynomials (3.17) are multiple to the polynomials (3.67) in [5].
Moreover, if one takes into account this multiplicative factor, the orthogonality relation (3.18)
for polynomials (3.17) turns into relation (3.82) for the polynomials (3.67) in [5], although
the derivation of the orthogonality relation in [5] is more complicated than our derivation of
(3.18). The authors of [5] do not give an explicit form of their polynomials in the form similar
to (3.17). Concerning the polynomials (3.67) in [5] see also [22].

Let I2 be the Hilbert space of functions on the set m = 0, 1,2, - - - with the scalar product

(fi.f2) =)

m=0

(1 — abg®™*") (abg, bg; D w2 _
(-ab) (ag g qm ¢ 1 F20m)

where weight function is taken from (3.18). The polynomials (3.17) are in one-to-one cor-
respondence with the columns of the unitary matrix (@) and the orthogonality relation
(3.18) is equivalent to the orthogonality of these columns. Due to (3.11) the columns of the
matrix (Gm,,) form an orthonormal basis in the Hilbert space of sequences a = {a,|n =
0,1,2,---} with the scalar product (a,a’) = )", a, a;,. This assertion is equivalent to the
following one: the set of polynomials d,, (u(m);a,blqg), n = 0,1,2,- -, form an orthogonal
basis in the Hilbert space [2. This means that the point measure in (3.18) is extremal for the
dual little g-Jacobi polynomials d,,(pu(m); a, blq).

4. Big g-Jacobi polynomials and their duals.

4.1. Pair of operators (I, J). We fix three real numbers a, b and ¢ such that 0 < a <
¢~ 1,0 < b< g1, ¢ < 0and consider on the Hilbert space H = H,, introduced in subsection
3.1, the following symmetric operator I5:

4.1) I fn = anfn+1 + an—lfn—l - bnfn;

where

ntLy1/2 V(A—g")(1—agq™)(1 — bg™)(1 — abg™)(1 — cg™)(1 — abc1q™)

an_1 = (—ac
1= (o (1 — abe?) /(1 — b (1 — abg* 1)

)

(1 —ag"™)(1 —abg"™) (1 —cg™™) (1 —¢")(1 —bg")(1 — abg"/c)

—-1.
(1 — abg?"*1)(1 — abg?+2) e (1 —abg®™)(1 — abg?®™t1)

b, =

This operator is bounded. Therefore, we assume that it is defined on the whole Hilbert space
H. This means that I5 is a self-adjoint operator. Actually, I is a Hilbert—Schmidt operator.
To show this we note that for the coefficients a,, and b,, from (4.1) one obtains that

Ant1/an = q1/2, bpt+1/bn = ¢ when n — oo.

Therefore, Zn(2an + bp) < oo and this means that I5 is a Hilbert—Schmidt operator. Thus,
the spectrum of I is simple (since it is representable by a Jacobi matrix with a,, # 0), discrete
and have a single accumulation point at 0.

To find eigenfunctions ¢ () of the operator I, Inthx(x) = Ay (z), we set

(@) = Y Bu(N) fa ().
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Acting by the operator I5 on both sides of this relation, one derives that

E/Bn( anfn—i—l +an_1fn-1—bnfn —)\Z/Bn fn;

where a,, and b,, are the same as in (4.1). Collecting in this identity factors, which multiply
fL, with fixed n, we arrive at the recurrence relation for the coefficients 3, (\):

anﬂn—i—l ()\) + an—l/Bn—l()‘) - bnﬂn()‘) = )‘Bn()‘)

Making the substitution

_( (abg,aq,cq;q)n (1 — abg?™+) \'/? Cn(n43)/4 g
50 = (i e ahayad) O

we reduce this relation to the following one

AnIB;H-l ()‘) + Cn/BIn—l ()‘) - (An + Cn - l)pln()‘) = )‘/Bln()‘)
with
(1 _ aqn+l)(1 _ cqn+1)(1 _ abqn+l)
(1 _ abq2n+1) (1 _ abq2n+2) ’

Ap =

—acg"t' (1 - ¢")(1 = bg™)(1 — abc'q")
(1 — abg?”) (1 — abg?n+1) )

It is the recurrence relation for the big g-Jacobi polynomials
(42) PH(A7 a, ba G q) - 3¢2( 7 n+ )‘ ag, cq; g, q)
introduced by G. E. Andrews and R. Askey [1] (see also formula (7.3.10) in [21]). Therefore,
Bn(A) = Pn(X;a,b,¢;9) and
(abg, ag, g ) (1 — abg® ') N2 o)

4.3) B.(\) = ( q n(n+3)/4 p A a,b, ¢ q).

O =\ Tabae.ba. 45 0)a (1~ abg) (o) et i)
For the eigenfunctions 5 (z) we have the expansion

[ (abg,aq,cq;q)n (1 —abg?+) ' —n(n+3)/4 p
)= 3 (e g et —agreags) ¢ P 0 5

Cp =

(4.4)

/2
(ag; q (abq, cq; )n(1 — abg®™ ) >1 —n(n+3)/4
= mn P,(X;a,b,c;q) x™
Z i (= ) ¢ a6

Since the spectrum of the operator I is discrete, only a discrete set of these functions belongs
to the Hilbert space H.

In what follows we intend to study a spectrum of the operator I and to find polynomials,
dual to big g-Jacobi polynomials. It can be done with the aid of the operator

J = (ag)'?q77° + (aq)~**ab g’ !,

which has been already used in the previous case in subsection 3.1. In order to determine
how this operator acts upon the eigenfunctions ¥, (x), one can use the g-difference equation
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4.5) (7™ 4+ abg™) Py(\) = agh ™2 (A = 1)(bA — ¢) P, (q\)

—[A\"%acq(1+q) — A 'q(ab + ac+ a + )] P,(A) + A2 (A — aq)(A — cq) Po(q~'N),

for the big g-Jacobi polynomials P, () = P, (\;a,b, ¢; q) (see, for example, formula (3.5.5)
in [27]). Multiply both sides of (4.5) by ki, fr(x), where k,, are the coefficients of P, (); a, b,
¢; q) in the expression (4.3) for the coefficients 3, (\), and sum over n. Taking into account
formula (4.4) and the fact that J f,(z) = (g™ + abg™™") fn(z), one obtains the relation

(4.6) JPa(x) = agA™*(A = 1)(bA — ¢) Ya(x)

—[A"%acq(1 + q) — A" q(ab + ac + a + ¢)] Ya(z) + A73(A — ag)(A — cq) Y,-1(2).

It will be shown in the next section that the spectrum of the operator I consists of the points
aq™, cq™,n = 0,1,2,---. The matrix of the operator J in the basis of eigenfunctions of I,
consists of two Jacobi matrices (one corresponds to the spectral points ag™, n = 0,1,2,---,
and another to the spectral points cg™, n = 0,1, 2, ---). In this case, the operators I» and J
form some generalization of Leonard pair.

4.2. Spectrum of 1> and orthogonality of big g-Jacobi polynomials. As in subsection
3.2 one can show that for some value of A (which must belong to the spectrum) the last term
on the right side of (4.6) has to vanish. There are two such values of A\: A = ag and A = ¢q.
Let us show that both of these points are spectral points of the operator I>. Observe that,
according to (4.2),

(c/abq"; q)n
(¢q;@)n

n+1,

s cg; ¢,q) = (ab)™ g(n+ D).

Py(ag;a,b,c;q) :=201(q"", abq

Therefore, since
(c/abg™;q)n = (abg/c; q)n(—c/ab)"q ™" FD/2
one obtains that

(abq/c; q)n (_C)nqn(n-{—l)/?_

Py (ag;a,b,c;q) = (e
) n

Likewise,

b ; n n n(n
Pa(egia,b,cq) = DLDn(_gyngninsnz

(aq; O)n

Hence, for the scalar product (14q(), ¥aq(z)) We have the expression

oo
1-— abq2"+1 abq, aq, cq; q)n —n(n
Z ( ) ( ) q (n+3)/2 Pz(aq;a,b,C; q)

= (1 —abq)(abg/c,bq, ¢ ¢)n (—ac)”

— i (1 - abq2n+1) (abq/ca Cqu, aq; q)n n(n—1)/2 — (abq2, C/a‘; (.I)oo

4.7
@7 (1 — abq)(bq,cq,q; q)n (—a/c)™ 1 (bg,¢q; @)oo

n=0



ETNA

Kent State University
etna@mcs.kent.edu

130 N. M. ATAKISHIYEV AND A. U. KLIMYK

where the relation (9.21) from Appendix has been used. Similarly, for (¢¢q(x),%cq(2)) one
has the expression
o~ (1= abg®™)(abg, aq, cG; Dn  nin43)/2 p2(nr. 0 b e
z n . q n (Cq7 a7 7 C7 q)
(1 — abg)(—ac)™ (abg/c,bq, ¢; 4)n

n=0

_ (abg?,a/c; @)oo

4.8 =
(“8) (ag,abq/c; @)oo’

where formula (9.22) from Appendix has been used. Thus, the values A = aq and A = cq are
spectral points of the operator I».

Let us find other spectral points of I5. Setting A = agq in (4.6), we see that the operator .J
transforms ¢q4(x) into a linear combination of the functions 1442 () and 144 (z). We have
to show that 1,42 () also belongs to the Hilbert space #, that is, that

oo
. 1-— 2n+1 ‘
(Yag2, Yag2) = Z (abg, aq, ¢q; 4)n abg ) q—n(n+3)/2 P;

2.a.b.c .
= (abg/c,bq, q;q)n(1 — abg)(—ac)™ (ag”; a,b,¢;q) < oo

In order to achieve this we note that since (ag?; q)x = (aq; q¢)r(1—aqg**1)/(1 —aq), we have

(@™ 0)r(abg" ™ Qrlag; )k ¢F

1—agq (aq; Or(cq; Ok CHA)

1 i (¢ ™ @)k (abg™ s @)k (ag; Q) ¢*

< = (1 - aq) "' Py(ag; a, b, ; q).
1—aq & (ag; @)k (cg; @) (¢ D ( )7 B )

Therefore, the series for (10,42,%,,2) is majorized (up to the finite constant (1 — ag)~!) by
the corresponding series for (1aq,%aq). Thus, 1,42 () is an eigenfunction of I5 and the point
ag? belongs to the spectrum of the operator I». Setting A = aq? in (4.6) and acting similarly,
one obtains that t,4s () is an eigenfunction of > and the point ag® belongs to the spectrum

of I>. Repeating this procedure, one sees that 1,¢» (z),n =1,2,---, are eigenfunctions of
I, and the set aq™, n = 1,2, - - -, belongs to the spectrum of I5. Likewise, one concludes that
Yeqr (2), n = 1,2, - - -, are eigenfunctions of I and the set c¢g™, n = 1,2, - - -, belongs to the

spectrum of I5. Note that so far we do not know whether the operator I has other spectral
points or not. In order to solve this problem we shall proceed as in subsection 3.2.

The functions Ygqn () and Peen (z), n = 1,2, - - -, are linearly independent elements of
the Hilbert space H. Suppose that ag™ and cg™, n = 1,2, - - -, constitute the whole spectrum
of the operator I5. Then the set of functions ¢44= (z) and Yeen (z), n = 1,2,-- -, is a basis
in the space H. Introducing the notations Z,, := ,gn+1(x) and Z), := & pnt1(x), n =

0,1,2,---, we find from (4.6) that

JZ, =a e (1 — ag"™)(1 = bag™ ! /) Enga

+dyEp4+ateg(1 - ¢™)(1 - aq™/c)En 1,

JE =crag (1 — g™ ™) (1 = bg" ) Ep

+d,Bn+c rag (1 - ¢")(1 — cq”/a) En,
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where

1
dp = a[q’r"”’%(l +q) —q "(ab+ac+a+c)],

1
d, = =[¢g*™ a1 +q) — ¢ "(ab+ac+a+c).
c
As we see, the matrix of the operator J in the basis Z,, = §ygn+1(2), Z;, = Eegn+1(2),

n = 0,1,2,---, is not symmetric, although in the initial basis f,, n = 0,1,2,---, it was
symmetric. The reason is that the matrix M := ((@mn)ps n=0 (@mn)m.n=o) With entries

amn = ﬂm(a’qn)7 a;n,n = ﬂm(cqn)a m,n = 07 1727 )
where 3,,(dg™), d = a, ¢, are coefficients (4.3) in the expansion

Yagn (€) = Bm(dg™) fal(x)

(see above), is not unitary. This matrix M is formed by adding the columns of the matrix
(al,,) to the columns of the matrix (@) from the right, that is,

! !

all ... alk ... all ... all

! !

a21 ... a/2k ... a21 - .. a2l

a a; ay, --- d
1 ik

It maps the basis { f,,} into the basis {t)44n+1,%.gn+1} in the Hilbert space H. The nonuni-
tarity of the matrix M is equivalent to the statement that the basis Z,, := {ygn+1(z), Ep 1=

Eegntr(x), n = 0,1,2,---, is not normalized. In order to normalize it we have to multi-
ply E,, by appropriate numbers ¢,, and E], by numbers ¢,,. Let =, = ¢,Z,, El, = ¢,E,,
n = 0,1,2,---, be a normalized basis. Then the operator J is symmetric in this basis and

has the form

En = CptiCna teg (1 — ag™ ) (1 — abg™t /) Epyr +dn By

+etiena teg (1 —ag" /)1 — ¢") En 1,

=1 =1y -1 —2p—1 1 1\ & S
JE, =c e tag " (1 —-bg"t) (1 —cg"t) 11 +d, 2,

-1 -1, -2 2
+cicnetag (1= cq"/a)(1 - ¢") En-y,
The symmetricity of the matrix of the operator .J in the basis {Z,, =/, } means that

Cpirng 2" (1 = ag™t ) (1 — abg™ ' Je) = ¢ enp1gT (1 — ag™ ! o) (1 — g™ ),

-1 Y -1 —29n—
g T A= b (L — g™t = ¢ g (L — e a) (1 - ¢*T).

n
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that is,

Cn _ \/q(l —aq")(1 — abg™/c) c, _ \/q (1 —cq™)(1 — bgn)
T—¢)A-ag"/c) * €, T—¢")(A—cq/a)’

Thus,
¢ =0(qnw)w ¢ @M)’
" (agq/c, q;q) T (cq/a,q;9) ’

where C and C' are some constants.
Therefore, in the expansions

(4.9) Pagn ()

A
-
—
—n

¢n Bm(ag™) fh(z Z dmn f1a (2

>
Zcﬂmcq ) (@) =) an,

m

[I]>

(4.10) Pegn (@)

the matrix M := ((@mn)yn=0 (Gmn)m n—o) With entries

. . 1— 2m+1 1/2
G = Bm(aq™) = C ( n(abg/c,aq;q)n _(abg, ag, cq; @)m (1 — abg™™ ") )
(aq/c,q;@)n (abg/c,bq,q; @)m (1 — abg)(—ac)™

(4.11) x g~™mE/A P (ag™ s a,b, ¢ q),

1 Q)n Q) m 1— 2m+1 1/2
d’mn =cp /Bm(cqn) — Cl (qn (bq,cq, q) (abqaaqa Cq‘,q) ( abq )m>
((cq/a,q;@)n (abg/c,bq,q;@)m (1 — abg)(—ac)

(4.12) x "M/ P (g™ a,b, ¢ q),

is unitary, provided that the constants C' and C' are appropriately chosen. In order to calculate
these constants, one can use the relations

00
Z |dmn|2 Z | mnl2
m=0

for n = 0. Then these sums are multiples of the sums in (4.7) and (4.8), so we find that

)1/2 )1/2

, _ (ag,abg/c;q

(abg?, ¢/a; q)sL* (abg?,a/c; )L’

The coefficients ¢, and ¢}, in (4.9)—(4.12) are thus real and equal to

. :( (bg: g ) oo (abq/c,aq;q)nq”)l/2
" \(abg?,c/as @)oo (ag/c,q;q)n ’
( (aq,abq/c; @)oo (bq,cq; @)n q") L2

(abg?,a/¢; @)oo (cq/a,q;q)n

(4.13) C —_— (qu Cq7

C

!
n
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The orthogonality of the matrix M = ((@mn) gm0 (@mn)m n—o) means that

(4.14) > amnlmn = S, Z ! nlns = Ot Z amnbiyp =0,
m

(4.15) > (amntimrn + @i ) = O

n

Substituting the expressions for Gy, and @/, into (4.15), one obtains the relation

(bg,cq;0)00  ~= (aq,abq/c;q)n q" " 1
Pm aq™ Pml aq™
(abg?, ¢/a; @)oo ,;) (aq/c,¢;@)n (ag"™") P ag™)

(ag, abg/c;q) (bg; cg; On q 4 1
— Pn nt1) P (cq™
g L il Pateq™) P (™)

(1 — abq)(bq, abg/c, q; Q)m (m+3)/2
4.1 = — m mim m
(4.16) (1 — abg®™+1)(aq, abg, cg; q)m( ac)"™ q ’

This identity must give an orthogonality relation for the big g-Jacobi polynomials P, (y) =
P, (y;a,b,c;q). Anonly gap, which appears here, is the following. We have assumed that the
points ag™ and cq™, n = 0,1, 2, - - -, exhaust the whole spectrum of the operator I». As in the
case of the operator I; in subsection 3.2, if the operator I had other spectral points z, then
on the left-hand side of (4.16) would appear other summands gz, Py, (2g; a, b, ¢; q) Py (zg;
a, b, c;q), which correspond to these additional points. Let us show that these additional
summands do not appear. We set m = m' = 0 in the relation (4.16) with the additional
summands. This results in the equality

m’ -

(bq, cg; @)oo i (ag, abq/c; q)ngq
(abg?,c/a; @)oo = (ag/c,q;q)n

(ag, abq/c; @)oo (bg, cq; q)
4.17 .
@17 " (@b, a/ci ) 2 (cafa )+ 2 P

In order to show that ), y1,, = 0, take into account the relation

(Aq/C,Bq/C;q)o
(¢/C,ABq/C;q)o

(AaBQQ)oo
(C/q,ABq/C;q)o

(see formula (2.10.13) in [21]). Putting here A = ag, B = abg/c and C' = ag/c, we obtain
relation (4.17) without the summand Zk Uz, . Therefore, in (4.17) the sum & Mz, does
really vanish and formula (4.16) gives an orthogonality relation for big g-Jacobi polynomials.

By using the operators I» and J, we thus derived the orthogonality relation for big g-
Jacobi polynomials.

The orthogonality relation (4.16) enables one to formulate the following statement: The
spectrum of the operator I coincides with the set of points aq™ ! and cq™™',n =0,1,2,---.
The spectrum is simple and has one accumulation point at 0.

201(4, B; C; q,q)

2¢1(Aq/C,Bq/C;q°/C; q,q) =1
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4.3. Dual big g-Jacobi polynomials. Now we consider the relations (4.14). They give
the orthogonality relation for the set of matrix elements @,y and a,,,,, viewed as functions
of m. Up to multiplicative factors, they coincide with the functions

(418) Fn(.'ll';(l,b, & q) = 3¢2($,abq/m,aq"+1; aq,cq; g, q); n = 05172;" T

=Fy(z;c,ab/c,a), n=0,1,2,--,

considered on the corresponding sets of points. Namely, we have

(abg/c,ag; q)n  (abg,aq,cg; q)m (1 — abg®™+1) )1/2
(ag/ec,q;q)n (abg/c,bq,q;q)m (1 — abg)(—ac)™

Gmn = Gmn (aa b, C) =C (qn

x g~ ™M/ E (¢7™; a,b,¢;q),

(a,b,c) =C' ( . (bg,cq;q)n  (abg,aq,cq; q)m (1 — abg®™+1) >1/2
(cq/a,q;q)n (abg/c,bq,q;q)m (1 — abg)(—ac)™

% qu(m+3)/4 FTIL (qu’ a, b, c; q) = &mn(ca ab/c, a),

where C and C' are given by formulas (4.13). The relations (4.14) lead to the following
orthogonality relations for the functions (4.18) and (4.19):

(hg,¢¢9)00 )
; b, c; Fnl m, , b, ;
(abq C/a q Z p ";a,b,¢ Q) (q a,b,c q)

m=0

(aq/c,q;Q)n
(4.20) = A5 DAn s o
(aq,abq/c; q)ng™

aq,abq/c; @)oo < . .
W p(m) Fo(q™™;a,b,¢.9) Fru(¢™™; 0,5, ¢59)
) ) oo m=0

_ (/0,69 4

(4.21) .
(bg, cq; @)ng™ "

(4.22) > p(m) Folg™™;a,b,¢:9) Fl(a™™; a,b,¢39) =0,

m=0
where

p(m) = L= abg®™*')(aq, abg, c; )m  _n(mt3)/2
© (1 —abq)(bg,abq/c, ¢; @)m (—ac)™ '
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There is another form for the functions F,(¢g~™;a, b, c; q) and F,,(g~™;a,b,c; q). In-
deed, one can use the relation (III.12) of Appendix III in [21] to obtain that

_ cqg~™[ab; q g™, abg™tt ¢
Fulasabcs ) = LD ety (47T g
_ @b/ @)m ;  \m m(me1)/2 g™, abg™ g nt1
- (CQ7q)m ( C) q 3¢2 aq,abq/c q,aq /C
and
m bq; @) m g ™, abg™tt g™
F}(q ™;a,b,¢;q) = ﬁ(—a)mqm(m“wsqﬁz ( ba. cq g,cq"/a).
) m )

The basic hypergeometric functions 3¢ in these formulas are polynomials in u(m) := ¢~™+
abg™t!. So if we introduce the notation

g ™, abg™tt g
423 D, -a,b,clq) := nt1
@.23) (ulmsabca) = st (0T o).
then
Falg™sa,b,c;0) = UG Dm (_ ymemmin)/2 D, (4m):a, b, clg),
(eq; @)m
(bg; @) m

Fl(g™™;a,b,c;q) = (—a)mg™m+V/2D, (u(m); b, a, ab/clq).

" (ag; )m
Formula (4.20) directly leads to the orthogonality relation for the polynomials D, (u(m))

= Dn(p(m);a, b, clq):

& _ 2m+1 .
> ¢ a(liq— abq))(((;?l, qu;lsi/nc’ D (—c/aym gmm=172 D, (u(um)) Do (u(m)

m=0

_ (abg?,c/a; )0 (ag/c,q30)n
(bg,cq;9)0  (ag,abq/c; q)ng™

(4.24)

nn' -

From (4.21) one obtains the orthogonality relation for the polynomials
D, (u(m); b,a,ab/c|q) (which follows also from the relation (4.24) by interchanging a and
b and replacing ¢ by ab/c).

We call the polynomials D, ((m); a, b, ¢|q) dual big g-Jacobi polynomials. Tt is natural
to ask whether they can be identified with some known and thoroughly studied set of polyno-
mials. The answer is: they can be obtained from the g-Racah polynomials R, (u(z); a, b, ¢, d|q)
of Askey and Wilson [14] by setting a = ¢~V ~! and sending N — oo, that s,

Dy (u(); a,b,clg) = lim Rn(u(x);q~" ", a/c,a,blg).

Observe that the orthogonality relation (4.24) can be also derived from formula (4.12) in [30].
But the derivation of this formula (4.12) is rather complicated.
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The dual polynomials (4.23) and the big g-Jacobi polynomials (4.2) are interrelated in
the following way:

Dm0, byclg) = (oD% () D, 0™, bl
It is worth noting here that in the limit as ¢ — 0 the dual big g-Jacobi polynomials
D, (u(z);a,b,c|q) coincide with the dual little g-Jacobi polynomials d,(u(z); b, alq), de-
fined in section 3. The dual little g-Jacobi polynomials d., (u(z); a, b|q) reduce, in turn, to the
Al-Salam—Carlitz II polynomials V,E“) (s; @) on the g-linear lattice s = ¢~ % (see [27], p. 114)

in the case when the parameter b vanishes, that is,
dn(p(2);0,0lq) = 260(¢7", 477 =5 4,4"/a) = (—a) """V VIV (g% ).
This means that we have now a complete chain of reductions

Ru(p(®); 0,b,¢,dlq) — Dn(u()ic,d,c/ble) — dn(p(@);d,cla) — VP (a%50)

from the four-parameter family of g-Racah polynomials, which occupy the upper level in
the Askey-scheme of basic hypergeometric polynomials (see [27], p. 62), down to the one-
parameter set of Al-Salam—Carlitz II polynomials from the second level in the same scheme.
So, the dual big and dual little g-Jacobi polynomials D, (u(z); a, b, ¢|q) and d,, (u(); a, blq)
should occupy the fourth and third level in the Askey-scheme, respectively.

The recurrence relations for the polynomials D, (u(m) = D, (u(m);a,b, c|q) are ob-
tained from the g-difference equation (4.5). It has the form

("™ = 1)(1 — abg™* ") D, (u(m)) =
AnDrg1(1(m)) = (An + Ca) Dp(u(m)) + CnDns (1(m),
where
An =g (1 = ag™") [(¢/a) —bg" ], Cn=q7 (1 ¢")[(c/a) — "]

The relation (4.22) leads to the equality (another proof of this relation is given in Ap-
pendix)

— m (1 - abq2m+1)(abq; q)m m(m—1)/2
(-1) : q
= (1 —abq)(¢; O)m
(4.25) X Dy (p(m); a, b, c|q) Dy (u(m); b, a,ab/clq) = 0.

Note that from the expression (4.23) for the dual big g-Jacobi polynomials it follows that they
possess the symmetry property

(4.26) D, (u(m);a,b,clqg) = Dp(u(m);ab/c, c,blq).

The set of functions (4.18) and (4.19) form an orthogonal basis in the Hilbert space [% of

functions, defined on the set of points m = 0,1, 2, - - -, with the scalar product
o0
(fif2) = Y p(m) fr(m) fa(m),
m=0

where p(m) is the same as in formulas (4.20)—(4.22). Consequent from this fact, one can
deduce (in the same way as in the case of dual little g-Jacobi polynomials) that the dual big
g-Jacobi polynomials Dy, (pu(m); a,b, c|q) correspond to indeterminate moment problem and
the orthogonality measure for them, given by formula (4.24), is not extremal.

It is difficult to find extremal measures for these polynomials.
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4.4. Generating functions for dual big g-Jacobi polynomials. Generating functions
are known to be of great importance in the theory of orthogonal polynomials (see, for ex-
ample, [3] and [33]). For the sake of completeness, we briefly discuss in this section some
instances of linear generating functions for the dual g-Jacobi polynomials D, (u(z); a, b, c|q)
and d,,((x); a, blq). To start with, let us consider a generating-function formula

— (aq; Qn (agt; @)oo g%, abg®*?
427 WL Dn ynpy (u(z):a,b, clq) = 245 Do
@27 T;) @ | ((a); 8, by cla) (@)oo 292 abg/c, aqt

where |t| < 1 and, as before, p(x) = ¢~ + abg®*!. To verify (4.27), insert the explicit form
(4.23) of the dual big g-Jacobi polynomials

q, aqt/ C> ;

n k
(q m’aquq—l’gin;q)k (aqn 1)
Dn M\ ;a,b,cq -
( ( ) | ) I;] (aq,abq/C,CEQ)k ¢

into the left side of (4.27) and interchange the order of summation. The subsequent use of the
relations

(@ Qmrk = (@ Qm(ag™; )k = (a;9)(aq"; @) m,

—-m—k. )k — (_1)k —mk—k(k+1)/2

(g iq q (™

D
(see [21], Appendix I) simplifies the inner sum and enables one to evaluate it by the g-
binomial formula (3.13). This gives the quotient of two infinite products in front of 5¢o
on the right side of (4.27), times (agt; q),?l. The remaining sum over k yields oo series
itself.

As a consistency check, one may also obtain (4.27) directly from the generating function
for the g-Racah polynomials Ry, (u(x); a, 8,7, d|q) (see formula (3.2.13) in [27]) by setting

a = ¢ N1 and sending N — oc. This results in the relation
Z(’o (ag; )
( ., ) = tn Dn(u(x)7a7b7C|Q)
=0 &d)n
(ag"*'t;q)oo ¢, g +1
4.28 = tqg"" ).
o Goe "\ abgfe |

The left side of (4.28) depends on the variable z by dint of the combination u(z) = ¢~ +
abg®t!. Off hand, it is not evident that the right side of (4.28) is also a function of the
lattice p(z). Nevertheless, this is the case. Moreover, the right sides of (4.27) and (4.28) are
equivalent: this fact is known in the theory of special functions as Jackson’s transformation
(see, for example, [21])

az;q)oo
2¢1(a,b; ¢; q,2) = % 2¢2(a, c/b; c,az; q,bz).

o0

The symmetry property (4.26) of the dual big g-Jacobi polynomials D, (u(z); a, b, ¢|q), com-
bined with (4.27), generates another relation

— (abq/c; Q)n (abgt/c; @)oo (qz, abg®*
~— 222" Dy (p(z);a,b,¢lq) = ————=
2 (@& Dn (=) 9 (t;: @)oo 262 aq, abqt/c

q, aqt/ C>

n=0
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(abtg™*! /c; @)oo g, b7 lg®
=——" 20
(t; @)oo aq

q, abtqw'H/c) .
Similarly, a generating function for the dual little g-Jacobi polynomials has the form

(ta™?, abtq**'; q) oo
(at,t;q) oo

oo

bg;

(4.29) > ( . " ()" d (s 0, bla) =
= (G0)n

One can verify (4.29) directly by inserting the explicit form (3.17) of d,,(u(z);a, b|q) into

the left side of (4.29) and repeating the same steps as in the case of deriving (4.27). This will

lead to the expression

(abgt; q) o

~? abq®t'; abgt; q,t
(at7q)oo 2¢1(q , abq ; aovqi; g, )

and it remains only to employ Heine’s summation formula (1.5.1) from [21]. After a sim-
ple re-scaling of the parameters the generating function (4.29) coincides with that, obtained
earlier in [17].

The simplest way of obtaining (4.29) is to send ¢ — 0 in both sides of (4.28): the 2¢1
series on the right side of (4.28) reduces to 1¢o(¢~%; —; ¢,t/a), which is evaluated by the
g-binomial formula (3.13).

Finally, when the parameter b vanishes, (4.29) reduces to the known generating function

0 (_l)n qn(n—l)/2
(@ Dn

(tq™%;9)

PV ) =

n=0

for the Al-Salam—Carlitz II polynomials (see (3.25.11) in [27]).

5. Discrete g-ultraspherical polynomials and their duals.

5.1. Discrete g-ultraspherical polynomials. For the big g-Jacobi polynomials P, (z;
a, b, ¢; q) the following limit relation holds:
P(a’ﬁ)(x)
lim P, (z: 0%.d%. —g7:q) = — 2"/
11111‘111 n(IE,q »qd™, —q ,(I) PT(La’B)(]_)’

where v is real. Therefore, limgq Po(2; ¢, 9%, —¢"; ¢) is a multiple of the Gegenbauer

(ultraspherical) polynomial C,({kl/ ?) (z). For this reason, we introduce the notation

2
(51) CT(La )(.'L',q) = Pn(x;aaaa _arq) = 3¢2(q—n’a2qn+1’x; ag, —ag; qaq)

It is obvious from (5.1) that C,(la) (z; q) is a rational function in the parameter a.
From the recurrence relation for the big g-Jacobi polynomials (see subsection 4.1) one
readily verifies that the polynomials (5.1) satisfy the following three-term recurrence relation:

(5.2) 2 C (239) = An(a) C, (239) + Cnla) CL, (33 9),

where A, (a) = (1 — ag") /(1 — ag®™*+1), Cn(a) = 1 — Ap(a), and C¥ (z39) = 1.
An orthogonality relation for Cﬁba) (z; ), which follows from that for the big g-Jacobi
polynomials and is considered in the next section, holds for positive values of a. We shall see
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that the polynomials CT({’) (z; q) are orthogonal also for imaginary values of a and z. In order
to dispense with imaginary numbers in this case, we introduce the following notation:

O (w5 q) = ()" O (5 q) = ()" Po(iasia, i, —ia; g),
where z is real and 0 < a < oo. The polynomials C‘ﬁf‘) (z; q) satisfy the recurrence relation
(5.3) 20 (;q) = An(a) Ois (w:0) + Cula) 2, (w3.0),

where A, (a) = Ap(—a) = (1+aq™)/(1+ag>™+), Cn(a) = An(a)—1,and C{¥ (z; q) =
1. Note that A,,(a) > 1 and, hence, coefficients in the recurrence relation (5.3) for cl (x;9)
satisfy the conditions An(a)é’nﬂ(a) > 0 of Favard’s characterization theorem for n =
0,1,2,--- (see, for example, [21]). This means that these polynomials are orthogonal with
respect to a positive measure with infinitely many points of support. An explicit form of this
measure is derived in the next section.

q—n7 _aqn-l—l’ iz

So, we have
(Here and everywhere below under 1/a, a > 0, we understand a positive value of the root.)
From the recurrence relation (5.3) it follows that the polynomials (5.4) are real for x € R and
0 < a < oo. From (5.4) it is also obvious that they are rational functions in the parameter
a. Observe that the situation when along with orthogonal polynomials p,, (x), depending on
some parameters, the set of polynomials (—i)™ p, (iz) is also orthogonal (but for other values
of parameters) is known; see, for example, [29], [13], and [18].

We show below that the polynomials C,(;" (z;q) and C’T(La) (z; q), interrelated by (5.4), are
orthogonal with respect to discrete measures. For this reason, they may be regarded [9] as a
discrete version of g-ultraspherical polynomials of Rogers (see, for example, [4]).

G54)  C®(@iq) = (=) CC D (iz;q) = (=) 5o (

PROPOSITION 5.1. The following expressions for the discrete g-ultraspherical polyno-
mials (5.1) hold:

a ;q°)k ak _

55) Ol (i) = A 1t M 02 s ),
o 3; 2 ak

(5:6) OO, () = LT gk kb0 4 (02 fag?; g, alg?),

(ag®; ¢*)k
where py(y; a, blq) are the little q-Jacobi polynomials (3.3).

Proof. To start with (5.5), apply Singh’s quadratic transformation for a terminating 32

series
2 12 2
_ a®, b, | 5, ,
q,q)—sqﬁz(a%z%o a,q ),

which is valid when both sides in (5.7) terminate (see [21], formula (3.10.13)), to the expres-
sion in (5.1) for g-ultraspherical polynomials C;Z) (x; q). This results in the following:

a?, b, ¢
(57) 3¢2 ( abq1/2, —abq1/2

Ci(z;q) = 3¢ (472, ag®*, 2% ad?, 0; ¢, ¢%) .
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Now apply to this basic hypergeometric series 3¢5 the transformation formula

(5.8) 21 (q_c’ b‘q,z) CLTIT, (q_ , b beq" e q,q)

(¢;9)n bg'~"/c, 0
(a) (g; 4% a* k k(k+1) —2k 2k+1 2 2
Cow (@30) = oy (1) 201 (7%, ag®™™™; ¢ %, 2% /a) .

(see formula (II1.7) from Appendix IIl in [21]) in order to get

Comparing this formula with the expression for the little g-Jacobi polynomials (3.3) one
arrives at (5.5).
One can now prove (5.7) by induction with the aid of (5.8) and the recurrence relation

(5.2). Indeed, since C(ga) (z;¢) = 1 and Ag(a) = 1, one obtains from (5.2) that C\*) (z; q) =

x. As the next step use the fact that 02(”) (z39) = 3¢2(q72,aq%,2%; aqg?,0; ¢%,¢%) to

evaluate from (5.2) explicitly that

C{ (2;q) = w362 (¢ 2, ad®, 2% ag?, 0; ¢, ¢%) .

So, let us suppose that
(5.9) CS(@30) =362 (47250, ag? ™1, 2% ad?, 0; ¢, ¢?)

fork =1,2,3,---, and evaluate a sum A3, (a)z CQ(Z) (z;59) + (1 — A3} (a))CéZ)_l (z;9). As

follows from the recurrence relation (5.2), this sum should be equal to 02(Z)+1 (x;q). This is
the case because it is equal to
7, q2> }

—2k 2k+1 ,.2 —2(k—1 2k+1 .2
A—l q ,aq + » T ( )7aq + » L
T 2% 302

7, q2> + (1-A45) 3¢9 ( e

ag?,0 ag®,0
—2k 2k+3 .2
a T
(5.10) =562 (q i qz,q2>,
aq?, 0
if one takes into account readily verified identities
3 _ B i 1— aq2(k+m)+1 _ .
A2k1(q 2k;q2)m +(1- AQkI) (q 2(k 1)3 qz)m = W (q 2k;q2)m:

1— aq2(k+m)+1

k41, 2
1= ag2h+Hi 1q7)

(ag m = (ag®*3; ¢%)

my

form = 0,1,2,--- ,k. The right side of (5.10) does coincide with 02(2)+1 (z; q), defined
by the same expression (5.9) with k& — k + 1. Thus, it remains only to apply the same
transformation formula (5.8) in order to arrive at (5.6). Proposition is proved. 0

Remark. Observe that in the process of proving formula (5.6), we established a quadratic

transformation
—2k—1 —2k , 2k+3 .2
q aq q aq T
(5.11) 3¢2 ( ’ q,q) =T3¢ ( P q2,q2>
ag®, 0

\/ECIJ _\/aq

2k+27 T
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for the terminating basic hypergeometric polynomials 3¢9 with k = 0,1, 2, - - -. The left side

in (5.11) defines the polynomials Céglrl (z; q) by (5.1), whereas the right side follows from
the expression (5.10) for the same polynomials. The formula (5.11) represents an extension
of Singh’s quadratic transformation (5.7) to the case when a? = ¢~2*¥~1 and, therefore, the
left side in (5.7) terminates, but the right side does not.

It follows from (5.4)—(5.6) that

~(a 7 2 ak —_
(5.12) Ol (;q) = %(—1)’“ ¢V p(a?ag® ¢, —alg?),

a 3; 2 ak
613 OG0 = (LIS 1 (o g, -l

In particular, it is clear from these formulas that the polynomials C’,(la) (z; q) are real-valued
forz € Randa > 0.

5.2. Orthogonality relations for discrete g-ultraspherical polynomials. Since the
polynomials Cy(ba) (z; q) are a particular case of the big ¢-Jacobi polynomials, an orthogo-

nality relation for them follows from (4.16). Setting a = b = —¢, a > 0, into (4.16) and
considering the case when m = 2k and m' = 2k, one verifies that two sums on the left of
(4.16) coincide (since ab/c = —a = ¢) and we obtain the following orthogonality relation

for Céi) (7;9):

Z (a(qq qq))sq C(a)(\/_ s+1 )Cézl(\/— s+1;q)
s=0

k(2k+3)

_ (ag% ") (1—ag)a® (g;q)2r g

Okk! s
(6:6®)00  1—ag**t1  (ag;q)ar

where v/a, a > 0, denotes a positive value of the root. Thus, the family of polynomials
CQ(? (x59), k = 0,1,2,---, with 0 < a < q~2, is orthogonal on the set of points \/ag®*t?,
s=0,1,2,---.

As we know, the polynomials Cz(Z) (r; q) are functions in 2, that is, CZ(Z) (Vag*t1;q) is
in fact a function in ag?**2. The set of functions CZ(Z) (x;9), k = 0,1,2,---, constitutes a
complete basis in the Hilbert space I? of functions f(z?) with the scalar product

oo

() =3 @0 0) 0" 1 (og2o2) Fylagm ).

s=0 S
This result can be obtained from the orthogonality relation for the little g-Jacobi polynomials,
if one takes into account formula (5.5).
Putting a = b = —c¢, a > 0, into (4.16) and considering the case when m = 2k + 1 and
m' = 2k' + 1, one verifies that two sums on the left of (4.16) again coincide and we obtain
the following orthogonality relation for Cz(z)-u (z;9):

o0

P (ad’s Sq O (Vagta) O (Vad )

s=0
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_ (¢’ ¢*) oo (1 — ag) a®** (g5 0)2k11 D)

Okks -
(©6%)0 (1 —aq***+3) (ag;q)2r+1

The polynomials 02(“_1 (z;9), k= O, 1,2,---, with0 < a < q~2, are thus orthogonal on the
set of points \/a¢**', s = 0,1,2,-
The polynomials .7:_102(21_1 (5 q) are functions in 2, that is, x_ICéZZH(\/E ¢t q)

are in fact functions in ag®**2. The collection of functions Cékll(w q),k =0,1,2,---,

constitute a complete basis in the Hilbert space I? of functions of the form F(z) = zf(z?)
with the scalar product

o

(a s R —_—
(Fi,B) =3 = 1) LR (Vag ) B(Vae ).

s=0

Again, this result can be obtained from the orthogonality relation for the little g-Jacobi poly-
nomials if one takes into account formula (5.6).
We have shown that the polynomials C’Z(Z) (z;9), k=0,1,2,- -, as well as the polynomi-

als CZEZ)H (x;9), k =0,1,2,-- -, are orthogonal on the set of points y/a ¢°*t!,s =0,1,2,---
However, the polynomials Céz) (z;9), k =0,1,2,---, are not orthogonal to the polynomials
Céz)ﬂ (z;9), k=0,1,2,-- -, on this set of points. In order to obtain an orthogonality for the

whole collection of the polynomials C,(f) (z;9),n=0,1,2,---, one has to consider them on
the set of points £4/a¢*t1, s = 0,1,2,---. Since the polynomials from the first set are even
and the polynomials from the second set are odd, for each k, k' € {0,1,2,---} the infinite
sum

EZ aq a sq O (Vag™tiq) Oy, (Vag' )
=0
coincides with the following one

(aq Q)sq (a) +1 (a) +1
L=-5 ) o s+1. 0y 02) s+ ).
> ;0 @), K (—Vad™9) O (—Vag™ 5q)

Therefore, I; — I» = 0. This gives the orthogonality of polynomials from the set CQ(Z) (z;9),
k=0,1,2,---, with respect to the polynomials from the set C2k+1(x q), k=0,1,2,---

The orthogonality relation for the whole set of polynomials Cﬁ:’ (z;9),n=0,1,2,---, can
be written in the form

Z > (00’5 0). " Cl (evag ™ q) O (evag™; q)

s=0e=%1 qq)

_ (0% %) (1-ag)a” (g:9)n "™/

(%) (1—ag®>*t!)  (ag;q)n

nn!-

We thus see that the polynomials C\¥ (r;q9), n=10,1,2,---, with0 < a < g~ 2 are orthogo-
nal on the set of points £+/aq**!, s =0,1,2,---.

An orthogonality relation for the polynomials CN’T(LG) (z;9),n =0,1,2,---, is derived by
using the relations (5.12), (5.13), and the orthogonality relation for the little g-Jacobi polyno-

mials. Writing down the orthogonality relation (3.12) for the polynomials py,(z%/aq?;q 1,
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—alg?) and using the relation (5.12), one finds an orthogonality relation for the set of poly-
nomials (:'2(? (z;9), k =0,1,2,---, with @ > 0. It has the form

— (—aq%6%)s ¢ ~(a s a s
Ziq q)) O (Vaq™59) C)(Vag s q)
s=0

(—ag®; %) oo (1+aq)a®*  (q;q)2 qk(2k+3) Opr -
(G0%)0  (1+ag** 1) (—ag; q)a

Consequently, the family of polynomials C’éz) (z;9), k=0,1,2,---, is orthogonal on the set
of points \Jaqg*t1, s =0,1,2,---.

As in the case of polynomials Céz) (x;9), k = 0,1,2,---, the set C’éz) (x;q9), k =
0,1,2,---,is complete in the Hilbert space of functions f(z?2) with the corresponding scalar
product.

Similarly, using formula (5.13) and the orthogonality relation for the little g-Jacobi poly-
nomials pi (22 /aq?; q, —alg?), we find the orthogonality relation

o

aq q sq a s a s
Z G (Vag*t';9) C5) L (Vag* s q)

s=0

(—ag®;¢*)oo (1 + ag) a®* 1 (g;9)2k41 q(k+2)(2k+1) S
(6:6%)oc (1 +ag**+3) (—ag;q)2r+1

for the set of polynomials ééi)ﬂ(m q), k =0,1,2,---. We see from this relation that for

a > 0 the polynomials C§k+1 (z;9), k =0,1,2,-- -, are orthogonal on the same set of points
Vagitt s =0,1,2,-

Thus, the polynomlals C'éz) (z;9),k=0,1,2,---,as well as the polynomlals 02 w1 (T3 9),
k =0,1,2,---, are orthogonal on the set of points \/_qs+1 s =0,1,2,---. However, the
polynomials 02(2) (z;9), k=0,1,2,---, are not orthogonal to the polynomials C~'2(Z)+1 (z;9),
k = 0,1,2,---, on this set of points. As in the previous case, in order to prove that the
polynomials C’éi) (z;9), k = 0,1,2,---, are orthogonal to the polynomials 02(k (T q)
k = 0,1,2,---, one has to consider them on the set of points £y/a¢**t!, s = 0,1,2,-
Since the polynomlals from the first set are even and the polynomials from the second set are
odd, then the infinite sum

o0
aq q
Z 52)(\/_ ) S (Vagthg)
=0
coincides with the sum

L=-3) % S (—vag ™t q) OS5, (—vag s g).
s=0

Consequently, I1 —I> = 0. This gives the mutual orthogonality of the polynomials CYQ(Z) (z;q),
k =0,1,2,---, to the polynomials éz(z)-u (z;9), k = 0,1,2,---. Thus, the orthogonality
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relation for the whole set of polynomials CN’T(LG) (z;9), n = 0,1,2,---, can be written in the
form

Z > ! aq v sq O (ev/aq ™t q) O (evaq'sq)

s=0e=%1
(5.14) _ (cag% 0w (1 +ag)a”  (g9)n SO
(:¢)0 (1 +ag®™t!) (—ag; @)n
Note that the family of polynomials C’T(La) (z;9), n = 0,1,2,---, corresponds to the deter-

minate moment problem, since the set of orthogonality is bounded. Thus, the orthogonality
measure in (5.14) is unique.

In fact, formula (5.14) extends the orthogonality relation for the big g-Jacobi polynomials
P, (z;a,a,—a;q) to anew domain of values of the parameter a.

5.3. Dual discrete g-ultraspherical polynomials. The polynomials (4.23) are dual to
the big g-Jacobi polynomials (4.2). Let us set a = b = —c in the polynomials (4.23), as we
made before in the polynomials (4.2). This gives the polynomials

2
D) (u(x;a*)|q) == Dn(u(z;a%); a,a,—alq)

q, _qn+1> )

where p(z;a?) = ¢~% + a?q®*!. They satisfy the three-term recurrence relation

-z L2, z+1 —n
(5.15) = 3¢ (q L
agq, —aq

(¢7" +ag"*") DY (a3 a)lg) = —¢7>"" (1 — ag™™*?) DI, (u(a; a)lg)

+¢7" 1+ ) DY (w3 a)lg) — ¢ (1 = ™) Dy, (u(z; 0)]g),
which follows from the recurrence relation for the polynomials D, (u(z; ab); a, b, ¢|q) from
section 4.3.

For the polynomials DSLEQ) (u(x;a?)|q) with imaginary a we introduce the notation

~ 2 . . .
D) (u(w; —a?)|q) := Dy (p(z; —a?);ia, ia, —ialq)

a, —q"“) -

The polynomials DY (u(x; —a?)|q) satisfy the recurrence relation

—w, _a2 z—i—l7 —-n
(5.16) ‘= 3 (q T
iaq, —iaq

(47" = ag™") DY (u(w; —a)|g) = — g 72" (1 + ag*™*?) DY), (u(x; —a)lg)

+q 2 (14 ¢) DO (u(w; —a)lg) — ¢ 2" (1 — ™) DY, (u(z; —a)|g).
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It is obvious from this relation that the polynomials DY (u(x; —a)|q) are real for z € R and
a > 0. For a > 0 these polynomials satisfy the conditions of Favard’s theorem and, therefore,
they are orthogonal.

PROPOSITION 5.2. The following expressions for the dual discrete q-ultraspherical poly-
nomials (5.15) hold:

D (u(2k; a)lq) = dn(pu(k; g a);q7 ", alg?)

2k+1 —2
g

—2k
, a
(5.17) =3¢1(" s
aq

7, q2”“) ,
D™ (u(2k + 1;a)lq) = ¢"dn(u(k; qa); ¢, alg?)

—2k 2k+3 —2n
7 a 7
(5.18) =q" 361 ( 1
aq

q2,q2"1) :

where k are nonnegative integers and d, (u(z; be); b, ¢|q) are the dual little g-Jacobi polyno-
mials (3.17).

Proof. Applying to the right side of (5.15) the formula (III.13) from Appendix Il in [21]
and then Singh’s quadratic relation (5.7) for terminating 3¢ series, after some transforma-

tions one obtains
2n+2 5 o
q,q ) -
2 -2k 2, 2k+1
D ueksatlg) = gy (4 0

—2k 2 2k+1
? a q ?

a?q¢?, 0

(12(]

Now apply the relation (0.6.26) from [27] in order to get

2 _ok — q

D) (u(2k; %) |q) = a™*q ’“(2’“+1)3¢2(
—2k+1. 2 omio
(a2¢?; )k q q,q ) .

Using formula (II1.8) of Appendix III from [21], one arrives at the expression for the polyno-

mials Dgfﬂ) (u(2k; a?)|q) in terms of the basic hypergeometric function from (5.17), coincid-
ing with d,, (u(k; g~ 1a?); g1, a?|¢?).

The formula (5.18) is proved in the same way by using the relation (5.11). Proposition is
proved. O

For the polynomials D (1e(m; —a)|q) with nonnegative integers m, we have the ex-
pressions

D (u(2k; —a)lg) = dn(u(k; —g"a);¢™", —alg?)

2k+1 —2
o

—2k
, —a
(5.19) =3¢ (q T

_aq

¢, q2”+1) :
D (u(2k+1; ~a)lg) = ¢"du(p(k; —qa); ¢, —alg®)

(127 q2n—1) .

It is plain from the explicit formulas that the polynomials DY (u(m)|q) and

“2k _qq?k+3 g-2n

q q

_aq2

(5.20) =q"3¢1 (q

D (1(m)|q) are rational functions of a.
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5.4. Orthogonality relations for dual discrete g-ultraspherical polynomials. An ex-
ample of the orthogonality relation for

D) (u(w;a”)|g) = Da(u(w;a);a,0,~alg), 0<a<q,
has been discussed in section 4. However, these polynomials correspond to the indeterminate
moment problem and, therefore, this orthogonality relation is not unique. Let us find other
orthogonality relations. In order to derive them we take into account the relations (5.17)
and (5.18), and the orthogonality relation (3.18) for the dual little g-Jacobi polynomials. By

means of formula (5.17), we arrive at the following orthogonality relation for 0 < a < ¢~2:

— (1 —ag"™")(ag; 9ok k2k-1) r(a) “
kz::o (—aq)(GQ)or D (u(2k)|q) Dy (14(2K)|q)

(aq®; 4% oo (A58 a ™™ 5
(;6*) 0 (ag? ¢*)n

nn’

where p(2k) = p(2k; a). The relation (5.18) leads to the orthogonality, which can be written
in the form

o~ (1= ag***%)(agi g o a
> @ Naqi 0ot i) D (u(ak +1)lq) D (u(2k + Do)
=0 — aq)(¢; q)2k+1

n

(aq®; %) o (@ 0)na”
(:¢%)  (ag?;¢*)n

(Snn’ )

where ;1(2k + 1) = p(2k + 1;a) and 0 < a < ¢~2.

Thus, we have obtained two orthogonality relations for the polynomials
D™ (u(z;a)|q), 0 < a < ¢~2, one on the lattice 14(2k; a) = ¢~ 2 +ag?*+1, k= 0,1,2,- -,
and another on the lattice u(2k+1;a) = ¢ 2* "1 +ag®**+3,k = 0,1,2,- - -. The correspond-
ing orthogonality measures are extremal since they are extremal for the dual little g-Jacobi
polynomials from formulas (5.17) and (5.18) (see section 3).

The polynomials D (u(zx; a)|q) also correspond to the indeterminate moment problem
and, therefore, they have infinitely many positive orthogonality measures. Some of their or-
thogonality relations can be derived in the same manner as for the polynomials D (n(2)|9)
by using the connection (5.19) and (5.20) of these polynomials with the dual little g-Jacobi
polynomials (3.17). The relation (5.19) leads to the orthogonality relation

. (1+ag***+1)(—ag; ¢)ax k(2k—1) 7 )
D{® (u(2k)|q) DS (1u(2k
kgo (1 +aq)(G D)ok (1(2k)|q) D, (u(2k)|q)

(—aq®; %) oo (@) a™ " 5
;%) (—ag?;¢%)n

nn'

where u(2k) = p(2k; —a), and the relation (5.20) gives rise to the orthogonality relation,
which can be written in the form

oo

(1 + ag***3)(=ag; @)2r+1 k(2k+1) 7(a) (o)
1 D (u(2k + 1)|q) D (u(2k +1)]g
;) (1 + aq)(g; 9)2k+1 (1 @) Dy (1 )|a)
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_ (—ad®¢%) o (qz;tf)nq‘”é
- nn's

(:0%)  (—ag?5¢%)y

where p(2k + 1) = p(2k + 1; —a). In both cases, a is any positive number.

Thus, in the case of the polynomials D (u(x; —a)|g) we also have two orthogonality
relations. The corresponding orthogonality measures are extremal since they are extremal for
the dual little g-Jacobi polynomials from formulas (5.19) and (5.20).

Note that the extremal measures for the polynomials D (u(x)|g) and

D (1(x)]q), discussed in this section, can be used for constructing self-adjoint extensions
of the closed symmetric operators, connected with the three-term recurrence relations for
these polynomials and representable in an appropriate basis by a Jacobi matrix (details of
such construction are given in [15], Chapter VII). These operators are representation opera-
tors for discrete series representations of the quantum algebra U, (suq,1) (see, for example,
[26] for a description of this algebra). Moreover, the parameter a for these polynomials is
connected with the number /, which characterizes the corresponding representation 73 of the
discrete series.

5.5. Other orthogonality relations. The polynomials D (u(x; a)|q) and the polyno-
mials D{" (u(x; —a)|q) correspond to the indeterminate moment problems. For this reason,
there exist infinitely many orthogonality relations for them. Let us derive some set of these

relations for the polynomials D (u(z; —a)|q), by using orthogonality relations for the poly-
nomials (5.18) in [17]. These polynomials are (up to a factor) of the form

qet/ty, —qe~¢/ty, ¢

520 unl(et =) 2t tale) =aon (1970 A0

‘ q,q"t /t2>

and orthogonality relations, parameterized by a number d, ¢ < d < 1, are given by the
formula

i (_th—n/d, th"d, —tgq_”/d, tzq"d; q)oo d4nqn(2n—1)(1 + d2q2n)
(—t1t2/q; @)oo (=% @)oo (/5 Q)0 (€5 @) o

n=—oo

(5.22)
xur (@ g7 = dg) /2t t2) ws (g7 = dg") 2t 0) = BB/

(—@?/tita; @)r g7

The orthogonality measure here is positive for t1,t2 € R and ¢1¢2 > 0. It is not known
whether these measures are extremal or not. ~
In order to use this orthogonality relation for the polynomials D (u(z; —a)|q), let us
consider the transformation formula
q,— qn+1)
J

—2k 2 2k+1 —
(q ,—a?g?ktt g
3¢2 . .
iaq, —iaq
2k+1 —2
g

8"

—2k7 a2
(5.23) =361 (q 7,

7, q2”+1) ,

which is true for any nonnegative integer values of k. It is obtained by equating two expres-
sions (5.16) and (5.19) for the dual discrete g-ultraspherical polynomials DY (u(2k; —a)|q).

Observe that (5.23) is still valid if one replaces numerator parameters ¢~ 2* and —a2¢?*+!
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in both sides of it by ¢~1q~2* and —ca? ¢?**1, ¢ € C, respectively. Indeed, the left side of
(5.23) represents a finite sum:
~ (¢ ™64
(5.24) 302(a7" @, B 7,05 q,2) 1= ) ST
,;] (7,6, 4 Om
In the case in question & = ¢~2¥ and 8 = —a%¢?**1, so the ¢-shifted factorial (, 3; ) in
(5.24) is equal to
(quk, _a2q2k+1; Dm
m—1 m—
— H [1 _ a2q2j+1 _ qj(quk a2 2k+1 H a2 2]+1 .,U,(Qk; _a2)],
j=0 =0

where, as before, (2k; —a?) = q2% — a?¢?**1. The left side in (5.23) thus represents a
polynomial p,, (z) in the u(2k; —a?) of degree n. In a similar manner, one easily verifies that
the right side of (5.23) also represents a polynomial p!, (x) in the same u(2k; —a?) of degree
n. In other words, the transformation formula (5.23) states that the polynomials p,(x) and
pl,(x) are equal to each other on the infinite set of distinct points 2 = u(2k; —a?). Thus,
they are identical.

An immediate consequence of this statement is that (5.23) still holds if one replaces the
numerator parameters ¢~ 2% and a2¢?**! in both sides of (5.23) by ¢ ¢~ 2* and ca?¢**t!,
respectively. The point is that

(c—lq—2k ca2q2k+1 H [1 2 2]+1 q] (C—lq—2k _ ca2q2k+1)]
m—
H 2 2-7+1 Mc(zka _az)]a
where /‘c(2k —a ) = C_lq_2k Ca2q2k+1 SO the replacements q_2k — C_lq_Qk and
a’q®**t!t — ca?q®**1 change only the variable: p(2k;—a?) — p.(2k; —a?), whereas all

other parameters in both sides of (5.23) are unaltered. Thus, our statement is proved.

We are now in a position to establish other orthogonality relations for the polynomials
D (u(x; —a)|q), distinct from those, obtained in subsection 5. 4 To achieve this, we use the
fact that the polynomials f)%a)( (z; —a)|q) at the points z = mk := 2k —In(\/ag/d)/Ingq

are equal to
q, _qn+1) )

(@) (2 g **d~'/aq, —¢°*d\/ag, ¢~"

Dy (u(a”s —a)la) = : :
ivagq, —ivagq

where p(af"; —a) = \/_(d Yq=2k —dg¢?*). From (5.21) and (5.23) (with ¢~2* and

2 2k+1

—a?q replaced by d—!q—2* and —da®¢?**1, respectively) it then follows that

D (s ~a)lg) = wa (@7 47 = dg™) /2% /6 /e, V/a]alg?)
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Hence, from the orthogonality relations (5.22) one obtains infinite number of orthogonality

relations for the polynomials D (u(x; —a)|q), which are parameterized by the same d as in

(5.22). They are of the form

oo _t1q72n d, t1q2"d, _t2q72n d, t2q2nd; q2 o d4nq2n(2n71) 14+ d2q4n
>
= (—tit2/4* ¢*) o (=% ¢%) oo (—4*/@?; 4%) 0 (4%; 4°) 0
N(a N(a (q2;q2)7'
(5.25) x D) (u(z(P; —a)|q) D) (u(zP; —a)lq) = —@a;¢2)2

where t; = /¢®/aand t; = \/q/a.

There exist yet another connection of the polynomials D (u(z)|q) with the polynomi-
als (5.21). In order to obtain it we consider the relation

—2k—1 2 2k+2 —n
q —a?q*+2 ¢
362 ( ’ ’ a, —q”“>

iag, —iaq
—2k 2,2k+3 —2n
)

(5.26) = q" 361 (q ’_a_anqz 1

qQ7 q2n—1> .

This relation is true for nonnegative integer values of k. However, it can be proved (in the
same way as in the case of formula (5.23)) that it holds also if we replace g?* and g~2* by
cq®* and ¢~ 1q~2*, respectively.

As in the previous case, we put z = xid) := 2k—In(,/aq/d)/In g, that s, u(mid); —a) =
Vaq (d ' q~2¥ — dg¢?*). Then by means of formula (5.26) (with ¢ 2* and ¢* replaced by
d~'q2* and dg?*, respectively), we derive that

DY (s ~a)la) = ¢ un((d~ a7 — dg™)/2; \/a/a, /@ [ale?).

We may apply to the polynomials u,(z; v/q/a, /g3 /alq?) the orthogonality relations (5.22)
and obtain an infinite number of orthogonality relations for the polynomials DY (u(v)|g)-
However, they coincide with the orthogonality relations (5.25).

It is important to know whether an orthogonality measure for polynomials is extremal
or not. The extremality of the measures in (5.25) for the polynomials I (te(z; —a)|q)
depends on the extremality of the orthogonality measures in (5.22) for the polynomials (5.21).
If some of the measures in (5.22) are extremal, then the corresponding measures in (5.25) are
also extremal.

6. Duality of big g-Laguerre and ¢g-Meixner polynomials.

6.1. Operators related to big g-Laguerre polynomials. Let H = 7, be the Hilbert
space of functions, introduced in subsection 3.1, which is fixed by a real number a, such that
0 < a < ¢ *. In this section we are interested in the operator

(6.1) Afn = rn—i—lfn—l—l + Tnfn—l + dnfn;

where

rn = (—abg""?)2\/(1 = ¢")(1 — ag)(1 — bgm),
dn = —abg®" " (1 +q) + ¢"*' (a + ab+ 1),
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a is the same as above and b is a fixed negative number.

Since ¢ < 1 the operator A is bounded. Therefore, one can close this operator and we
assume in what follows that A is a closed (and consequently defined on the whole space #)
operator. Since A is symmetric, its closure is a self-adjoint operator. In the same way as in
subsection 3.1, one readily proves that A is a Hilbert—Schmidt operator. Therefore, A has the
discrete spectrum.

We wish to find eigenfunctions &, (z) of the operator A, A&y (z) = Aéx(z). We set

§>\(-'L') = Z an()\)fn(m)
n=0

Acting by A upon both sides of this relation, one derives that

Z an()‘)[rﬂ+1 fn+1 + Tn fnfl + dn fn] =A Z an()‘)fn
n=0

n=0

Comparing coefficients of a fixed f,, one obtains a three-term recurrence relation for the

an(A):
Trt1 Anp1(A) + 7 an_1(A) + dp an(X) = Aa, ().
Making the substitution
1/2
an(N) = (—ab)™"/2 g F3)/4 (7(“?;3)3)”) a )
and using the explicit expressions for the r,, and d,,, we derive the relation
(1 —ag™™")(1 = bg"™*") a1 (V) —abg™™ (1 = ¢") a;,_; (V) + dn a,(A) = Aay, (N,

where, as before, 0 < a < ¢! and b < 0. It coincides with the recurrence relation for the

big g-Laguerre polynomials, which are defined as

Pn()‘7 a, b7 q) = 3¢2 (q—n, 0; ’\7 aqg, bq; q, q)

(6.2) = (g "/b;9)," 261(¢ ", ag/X; ag; g, \/b)

(see formula (3.11.3) in [27]), that is, al,(A) = P,(}; a, b; ¢). Therefore,

a 7b; n 1/2
63)  an(N) = (—ab)/2 g v/ (%) Pa(Xia,biq).

Thus, the eigenfunctions of the operator A have the form

) i 1/2
Ex(z) = 3 (—ab) /2 gnint9)/s (%) Pa(Xsa,b;q) faula)

n=0

oo

agq;q)n
(6.4) — Z (—b)7"/2 a3/t qfn(n+3)/4 (ag;q) (bg; @)

12 p, A;a,b;q) .
(¢ 9)n ( 2

n
n=0
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Since the spectrum of the operator A is discrete, only a countable set of these functions
belongs to the Hilbert space 7. This discrete set of functions determines a spectrum of A.

In order to be able to find a spectrum of the operator A, we consider the linear operator
g ’° which is diagonal in the basis {f,,} and is given by the formula

q_JOfn = (aq)_1/2 " fn

(see formula (3.1)). We have to find how the operator g~70 acts upon the eigenfunctions
&x(z) of the operator A (which belong to the Hilbert space #H). In order to do this one can
use the g-difference equation

6.5 ¢ "(1 = g")Npn(A) = B palgA) — [BON) + D(N)] pa(N) + D(A) pag™*N)
for the big g-Laguerre polynomials p,, (A) = P, (); a, b; ¢), where
B(A) = abg(1 = 12), D(A) = (A—aq) (A - bg).

Multiply both sides of (6.5) by k,, f,,(z) and sum up over n, where k., are the coefficients of
P, (X; a,b; q) in the expression (6.3) for the coefficients a,,(A). Taking into account formula
(6.4) and the form of the operator g~7° in the basis {fn}, one obtains the relation

(6.6) (aq)*2q~ 7 N2 &x(x) = B(A\)Ega(2) — [B(A) + D(N) — N2]éx(z) + D(N) &i-1a(2),
where B()\) and D () are the same as in (6.5).

6.2. Spectrum of A and orthogonality of big g-Laguerre polynomials. The aim of
this subsection is to find a basis in the Hilbert space H, which consists of eigenfunctions of
the operator A in a normalized form, and to derive explicitly the unitary matrix U, connecting
this basis with the canonical basis f,,n = 0,1,2,---, in H. This matrix directly leads to the
orthogonality relation for the big g-Laguerre polynomials.

Exactly as in section 4, one can show that for some value of A (which belongs to the
spectrum) the last term on the right side of (6.6) has to vanish. There are two such values of
A A = aq and A = bg, which are the roots of the equation D(\) = 0. Let us show that both
of these points are spectral points of the operator A. Due to (6.2) we have

(_bq)nqn(nfl)/2

Pa(agia,biq) = (7" /bq); " = (bg; q)

7

—ag)™ n(n—1)/2
Py (bg; a,b; q) = %-

Hence, for the scalar product (£44(), £aq (2)) We have the expression

- (ag,bg; @) ) S e (0G0)n
P:(ag;a,b;q) = —b/a)" g™ =1/
T;) (—ab)ngn("+3)/2 (¢, q)n ( ) T;( /%) (043 )n (¢ )n
(b/a;9)oo
7 — b —_ /™ Hd/oo
(6 ) 1(]51(0/, ba q, b/a) (b;q)oo <o
Similarly, for (€54(2), £pq(2)) one has the expression
- (ag, ba; @)n 2 (a/b;0) o
(6.8) P;(bg;a,b;q) = —=— < ©
2, a0 i OB D = g

n=0
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Thus, the values A = aq and A = bg are the spectral points of the operator A.

Let us find other spectral points of the operator A. Setting A = agq in (6.6), we see that
the operator ¢~ 7¢ transforms &,4(z) into a linear combination of the functions &,,2 () and
&aq(). We have to show that &, .2 (2) belongs to the Hilbert space #, that is, that

_ (ag, bg; @)n
<£aq2 ) an2> - Z (_ab)nqn(n+3)/2 (q; q)n

n=0

P%(ag?;a,b;q) < .

In order to achieve this we note that since (ag?; q)x = (aq; q)r(1—ag**1)/(1—aq), we have

n

1—ad®! (™ Qrlag dr
P,(ag*;a,b;q) = : ’
(ag 2 Z l—aq (aq;Q)r(bg; @)k (¢; )k

k

k=0

1 &K@ %oulag e ¢F

: = (1 —aq) ' P,(ag; a,b;q).
T 1-aq = (ag;9)k(bg; Ok (g0)k ( 9 (aq q)

Therefore, the series for (£,42,&,42) is majorized (up to the finite constant (1 — ag)™') by
the corresponding series for (£aq,&aq). Thus, &,,2 () is an eigenfunction of A and the point
aq® belongs to the spectrum of the operator A. Setting A = ag? in (6.6) and acting similarly,
one obtains that &,43 () is an eigenfunction of A and the point aq® belongs to the spectrum

of A. Repeating this procedure, one sees that yq» (), n = 1,2, - - -, are eigenfunctions of A
and the set ag™, n = 1,2,-- -, belongs to the spectrum of A. Likewise, one concludes that
&qn (z),n =1,2,- - -, are eigenfunctions of A and the set bg™, n = 1,2, - - -, belongs to the

spectrum of A. So far we do not know whether the operator A has other spectral points or
not. In order to solve this problem we shall proceed as in subsection 3.2.

The functions &4 (z) and &pgn (), n = 1,2, - - -, are linearly independent elements of
the Hilbert space H. Suppose that ag™ and bg™, n = 1,2, - - -, constitute the whole spectrum
of the operator A. Then the set of functions £,4n (2) and &pgn (), n = 1,2, - -, is a basis
in the space H. Introducing the notations Z,, := ,gn+1(x) and Z}, := Egnt1(x), n =

0,1,2,-- -, and taking into account the relation B(X) + D()\) — A2 = abq(1 + q) — A\g(ab +
a + b), we find from (6.6) that

q_JOEn — a_3/2bq_2"_3/2(l—aq"'H)ETH_l—a_3/2q_2"_3/2[b(1+q)—q”+1(ab+a+b)]5n

+a73bg 2 (1 - ¢™)(1 - ag” [0)En—s
for A = ag™*!, that is, for &, gn+1(z) = Z,(x). Similarly,

q—JOEIn — a1/2b—1q—2n—3/2(1 _ bqn—H)Eer-l _ a1/2b—1q—2n—3/2

x[1+q—a'q" (ab+a+ D)=, + a2 g 22 (1 - ¢™)(1 - bg" /@)=, _,

for X = bg" ", that is, for &ypn+1(z) = E! (2).
As we see, the matrix of the operator ¢~ 7° in the basis Z,, = £y gn+1(z), B!, = Egnt1 (),

n = 0,1,2,---, is not symmetric, although in the initial basis f,, n = 0,1,2,---, it was
symmetric. The reason is that the matrix M := ((byn )5y n=o (01n)mn=o) With entries

bmn = am(aqn)a blmn = am(bqn)a m,n = 0; 172: T
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where a,,, (dg"), d = a, b, are coefficients (6.3) in the expansion

Ean (@) = 3 am(dg™) fula)

m

(see (6.4)), is not unitary. It maps the basis { f,, } into the basis {€;4n+1, &pgn+1} in the Hilbert
space H = H,. The nonunitarity of the matrix M is equivalent to the statement that the

basis 2, 1= {ygnt1(2), Z}, = {bqnﬂ (x),n = 0,1,2,---, is not normalized. In order to
normalize it, we have to multlply En by appropnate numbers ¢n, and E! by numbers ¢}, Let
ZEn = cnZn, :’n =c,En,n=0,1,2,---, be a normalized basis. Then the operator q*JO is

symmetric in this basis and has the form

—J 3/2 —2n—-3/2 1\ =~
02, = cpbyeaa” ¥ 2bq "2 (1 - ag) By

— 0327232 (1 4 ) — ¢ (ab + a + b)) En
+ et ena?2bg™ 2 (1 — g™)(1 - ag™ /b) Epen,

q

q—Jo :/ = n+lc a1/2b—1q—2n—3/2(1 _ bq"'H) é/n_H _ a1/2b—1q—2n—3/2

x[14+q—a '¢"t (ab+a+b) B+, cha' b Tg 2 21— g™ (1 —bg"/a) E!,_,.
The symmetricity of the matrix of the operator ¢~7° in the basis {Z,,, 2/, } means that

-1 —2n=3/2(1 _

n+1cnq aqn+1) — C;lcn+1q72n75/2(1 _ qn+1)(1 _ aq"H/b),

o1 Co @22 (1 = bg™ Yy = ¢ ey (1 = T (1 - bg™ Y a),

that is,
Cn ¢ (1—aqm) ch —/q (1 —bgn)
Cn—1 (1—¢™)(1 —aqn/b)’ ¢, 4 (1-¢")(1—bqn/a)

Thus,

(aq; @)n ¢" )1/2
(6.9) cp =C (7

(aq/b,q;Q)n
and

(bg;Q)ng” \*

(6.10) ¢ =C (7 :

(ba/a,q; q)n

where C and C' are some constants.
Therefore, in the expansions

6.11) Eagn (2)

[I]>

Cp Qm aq fm = z ?)mnfm ;
m

[I]>

(6.12) & gn ()

=2
=2

C Am bq fm( )ZZ nfm(x)7
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~

the matrix M := ((bmn) oy n=o (l;;,m)ﬁn:o) with entries

N|=

s o (ag;9)ng”  (a,0;@)m
brn = en am(ag") = O ((aq/b,q; Dn (40 m (—ab)m)

(6.13) x g ™M/ P (ag"tsa,b;q),

1
5 bg; 9)ng" (a,b;q)m 2
b =ch am(bg™)=C" ( (bg; >
(ba") ((ba/a,q; @)n (@5 9Q)m (—ab)™
(6.14) x g~m™(m+3/4 P (bg™ 5 a,b; q),

is unitary, provided that the constants C and C" are appropriately chosen. In order to calculate
these constants, one can use the relations

Z |an|2 =1, Z |Blmn|2 =1
m=0 m=0
for n = 0. Then these sums are multiples of the sums in (6.7) and (6.8), so we find that

TS ' (aq;q)iéz‘
(b/as )l (a/b; q)sL?

The coefficients ¢, and ¢}, in (6.11)—(6.14) are thus real and equal to

_{ (ag;9)n(bg; @)oo ¢ 2
(6.15) €n = ((aq/b,q;q)n(b/a;q)oo)
and

o _ (b5 0n(ag; @)oo \*
(6.16) n = ((bq/a,q;Q)n(a/b§ q)oo) '

!
mn

(6.17) > bmnbmn = 0nnts > b bl = Snns D bmnbl =0,

The orthogonality of the matrix M = (bpp, b’ ) means that

(6.18) > (bmnbmin + Vb)) = S -

n

Substituting the expressions for Emn and l;’mn into (6.18), one obtains the relation

;)0 = (ag;q)ng"

Pr(ag™;a,b; q) P (ag™; a, b;
(b/a; @)oo S5 (aq/b; Q)n (45 )n (ag D Frv{ag ?
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(ag; q (bg; q)
E P, (bg"t;a,b; bg" 1 a,b;
a/b Do = (bg/a; Q) q)n (ba 9) P (ba 2

(@ Dm (m+3)/2
(6.19) = DM apymgmim+3)/2g
(ag, bq;q)m( )"

This identity must give an orthogonality relation for the big g-Laguerre polynomials Py, (y) =
P, (y;a,b;q). An only gap, which appears here, is the following. We have assumed that the
points ag™ and bg"™, n = 0,1, 2, - - -, exhaust the whole spectrum of the operator A. As in the
case of the operator I in section 4, if the operator A had other spectral points z, then on the
left-hand side of (6.20) would appear other summands gz, P, (Zk;a,b; q) Po(z; a,b; q),
which correspond to these additional points. Let us show that these additional summands
do not appear. To this end we set m = m' = 0 in the relation (6.19) with the additional
summands. This results in the equality

(bg; @) o (ag; 9)ng (ag; q (bg; 9) _
(/000 2 (@afbsanta i+ { a/bq Z (ba/a; @) q)n+;““ -

In terms of the 2¢; basic hypergeometric series this identity can be written as

(bg; 9) 0o

aqg; oo
—————— 2¢1(aq,0; aq/b; q,q) + %2%(%0; ba/a; q,q) + ) pa, =1
(b/a;q)

(a/b;q)oo -

We recall that it represents a particular case of Sears’ three-term transformation formula for
2¢1(a, 05 ¢; q, q) series (see [21], formula (3.3.5)) if u,, = O for all values of k. Therefore, in
(6.19) the sum ), 15, does really vanish and formula (6.19) gives an orthogonality relation
for big g-Laguerre polynomials.

By using the operators A and ¢~7°, we thus derived the orthogonality relation for big
g-Laguerre polynomials.

The orthogonality relation (6.19) for big g-Laguerre polynomials enables one to formu-
late the following statement: The spectrum of the operator A coincides with the set of points
agq™t! and bqg"™*t', n = 0,1,2,---. The spectrum is simple and has one accumulation point
at 0.

6.3. Dual polynomials and functions. The matrix M = (an I;’mn) with entries (6.13)
and (6.14) is unitary and it connects two orthonormal bases in the Hilbert space H. The
relations (6.17) for its matrix elements is the orthogonality relation for the functions, which
are dual to the big g-Laguerre polynomials and are defined as

(620) fn(qu’ a, b|q) = Pm(aqn+1;aa b7 q)a n= 07 1a27 )

(621) gn(q—m’ a, blq) = PM(bqn+1a a, b: (I)J n= 07 17 27 .

Taking into account the expressions for the entries bmn and b/, the first two relations in

(6.17) can be written as

mn?’

o0
> am(ag" ) am(ag™ ) = c;? Spm, Z am (bg" T ) am (bg™ 1) = ¢ % .
m=0
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Substituting the explicit expressions for the coefficients a,,(\,), we derive the following
orthogonality relations for the functions (6.20) and (6.21):

— (@05 Dm  motyjap B ,
622 - - - mim ' m; ,b ~ m; ,b =c, 5n"’7
(©22 z::()(q;q)m(—aqu)mq falg™;a,blq) far (g ™5 a,blq) = c

ag, bg; —m(m— -m —m -
(6.23) Z%q (m=1/2 . ("™ a,blq) gw (¢ ™;a,blg) = ¢/, S,

— (00,5 Dm  _gmeryy2 - B
6.24 > -7 o/t m(m " m; ,b - m; ’b =0,
©29 2(q;q)m(—abq2)mq fn(g”™;a,blq) gn'(¢"™;a,blg) =0

where ¢, and ¢!, are given by the formulas (6.15) and (6.16).
Comparing the expression

Mu(q % a,b;q) :== 2¢1(¢" ™, ¢ "; ag; ¢, —¢" " /b)

for the g-Meixner polynomials with the explicit form (6.2) of the big g-Laguerre polynomials
P, (z; a,b; q), we see that

fala™™;5a,blq) = (@™ /b; Q)5 Mu(a™™; a, —b/a; q).

Since (¢~™/b;@)m = (bg; q)m(=b)~"q~™(m+1)/2 the orthogonality relation (6.22) leads
to the orthogonality relation for the ¢-Meixner polynomials M,(¢g~™) =
My(g~™;a,—b/a; q):

> (ag; b/a)™ gm(m—1)/2
Z(CI Om(=b/a)™

(bg, q; )m Malg™) Mu(a™™)

m=0

_ (0/6:0)s (04/0, 4 D0 s
b3 D)oo  (ag; O)n "

1

(6.25)

where, as before, 0 < @ < ¢~ and b < 0. This orthogonality relation coincides with the
known formula for the g-Meixner polynomials (see, for example, (3.13.2) in [27]).

The functions (6.21) are also expressed in terms of g-Meixner polynomials. Indeed, we
have

gn(g ™;a,blg) = 3¢2(¢ ™,0,bg™ " ag,bg; ¢,q)

=(¢ ™/a;q)p 201(¢ ™0 ™; ba; ¢,b¢" 1 Ja) = (¢ ™ /a; @)t Mu(a ™5 b,—a/b; q),

where b < 0, that is, one of the parameters in these g-Meixner polynomials is negative.
Substituting this expression for g, (¢~ ™; a, b|q) into (6.23), we obtain the orthogonality
relation for g-Meixner polynomials M, (¢~ ™) = M, (¢~ ™;b, —a/b; q) with negative b:

m=0
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(6.26) _ (/6D (b/0G D g

(ag;9)0 (G Q)n

Observe that this orthogonality relation is of the same form as for b > 0. As far as we
know, this type of orthogonality relation for negative values of the parameter b has been first
discussed in [2].

The relation (6.24) can be written as the equality

© (_l)mqm(m—l)/2 B B
> ) Mn(g~™;a,—b/a; q) M (g~™;b,—a/b; q) =0,
mZO b) m

which holds for n,n’ = 0,1,2,---. The validity of this identity for arbitrary nonnegative
integers n and n’ can be verified directly by using Jackson’s g-exponential function

e qn(nfl)/Z

Ey(z) :== Zo W 2" = (=29

and the fact that F,(z) has zeroes at the points z; = —¢~9,j = 0,1,2,---.

Notice that the appearance of the g-Meixner polynomials here as a dual family with
respect to the big g-Laguerre polynomials is quite natural because the transformation ¢ —
qfl interrelates these two sets of polynomials, that is,

My(z5b,¢;47") = (¢7"/b;@)n Pa(qz/b; 1/, —c; q)-

Let us introduce the Hilbert space [i,b of functions F'(¢g~™), defined on the set m €
{0,1,2,---}, with a scalar product given by the formula

e

(6.27) (Fi, By = Y p(m) Fi(qg™™) Fa(g ™),
m=0
where the weight function
a0, b Om (-
p(m) = — G Dm__—mm-1)2

(¢ @)m (—abg®)™
is the same as in (6.22)—(6.24). Now we can formulate the following statement.

THEOREM 6.1. The functions (6.20) and (6.21) constitute an orthogonal basis in the
Hilbert space (i’b.

Proof. To show that the system of functions (6.20) and (6.21) constitutes a complete
basis in the space [Z,b we take in [Z’b the set of functions Fy, k = 0,1,2,---, such that
Fy(¢~™) = Opm- It is clear that these functions constitute a basis in the space [i,b' Let us

show that each of these functions F}, belongs to the closure V' of the linear span V of the
functions (6.20) and (6.21). This will prove the theorem 6.1. We consider the functions

Fe(@™) = binbmn + Y bp by, £=0,1,2,-++,
n=0 n=0

where Bjn and B;m are the same as in (6.18). Then p~*(m)F}(¢~™) is an infinite linear com-
bination of the functions (6.20) and (6.21). Moreover, F;,(¢g~™) € V and, due to (6.18), Fj,
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k=0,1,2,---, coincide, up to a constant, with the corresponding functions F}, introduced
above. The theorem 6.1 is proved. d

The weight function p(m) in (6.27) does not coincide with the orthogonality measure for
g-Meixner polynomials. Multiplying this weight function by

[(bg; @) (=) g~ V2] 72,
we obtain the measure in (6.25). Let [?1) be the Hilbert space of functions F'(¢—™) on the set

m € {0,1,2,---} with the scalar product

(Fi, By =Y (aqiilmq(._qfff)m g"" VR R (g™ B(g ™),

m=0

where the weight function coincides with the measure in (6.25).
Taking into account the modification of the measure and the statement of Theorem 6.1,
we conclude that the g-Meixner polynomials M,,(¢~™; a, —b/a; ¢) and the functions

(bg; @)m (=)™ ¢~ ™™ HD/2 g, (g7 0, blg)
constitute an orthogonal basis in the space [%1).

PROPOSITION 6.2. The q-Meixner polynomials M,(q~™;a,¢;q), n = 0,1,2,---, with
the parameters a and ¢ = —b/a do not constitute a complete basis in the Hilbert space [%1),
that is, the q-Meixner polynomials are associated with the indeterminate moment problem
and the measure in (6.25) is not an extremal measure for these polynomials.

Proof. In order to prove this proposition we note that if the g-Meixner polynomials were
associated with the determinate moment problem, then they would constitute a basis in the
space of square integrable functions with respect to the measure from (6.25). However, this is
not the case. By the definition of an extremal measure, if the measure in (6.25) were extremal,
then again the set of the g-Meixner polynomials would be a basis in that space. Therefore,
the measure is not extremal. Proposition is proved. O

Let now [22) be the Hilbert space of functions F/(g~™) on the setm € {0,1,2,---}, with
the scalar product

(PP = 3 WW’"—W Fi(g™™) Falg ™).

m=0

The measure here coincides with the orthogonality measure in (6.26) for g-Meixner polyno-
mials M, (¢—™;b,—a/b; q), b < 0. The following proposition is proved in the same way as
Proposition 6.2.

PROPOSITION 6.3. The g-Meixner polynomials M,(¢—™;b,—a/b;q), n = 0,1,---,
with b < 0 do not constitute a complete basis in the Hilbert space [22 , that is, these q-Meixner
polynomials are associated with the indeterminate moment problem and the measure in (6.26)
is not an extremal measure for them.

6.4. Generating function for big g-Laguerre polynomials. The aim of this section is
to derive a generating function for the big g-Laguerre polynomials

G(z,t;a,b; ) := Y %q”("”/z&(w;a,b;q)ﬂ

n=0
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which will be used in the next subsection. Observe that this formula is a bit more general than
each of the three instances of generating functions for big g-Laguerre polynomials, given in
section 3.11 of [27].

Employing the explicit expression

Pp(z;0,b;9) = (b7 'q " @)n 21 (a7 " agr ™ ag; g, 2/q)
for big g-Laguerre polynomials, one obtains

n 7n

. . — S (aq7 n 1’q)k AN
G(z,ta,b; ) = @D q)n Z W (E)

n=0 k=

= — (—=z/b)* ) —nk 1)/

— ag; —b t n nk+k(k—1)/2
,;)( % @) (=bat) z;; aq,q,q) (q,q) !

i agz—'; ) (—z/b)* D72 Z (ag; @) m+k (—bgtym+e g~ (rm)

—~ aq,q,q) = (G Dm

s (agz™ "5 q)x k  —k(k—1)/2 = (ag"*"; @)m 1—kz\m
2 OB gk g = (=bg' ~"t)

; (G Dk mzzo (& Dm

By the g-binomial theorem, the last sum equals to (—abg?; q) oo /(—bq* ~*; q)oo. Since

(=bg" *t;q) 00 = g FE=D/2 (—g/bgt; q)k (—bat; @)oo

then
(—abg®; @)oo (—abg®q)oe  gFD)/2
(=0 %t q)00  (—bat;q)oe (DE)F(—1/bt;q)1
Thus,
abq q)oo = aq:v Lk [x\k
(_aqu;q)oo 1
(6 8) (—bqt, q)oo 2¢1(aq5[3 ) Oa /bt7 q, x/b)

This gives a desired generating function for big ¢g-Laguerre polynomials.

6.5. Biorthogonal systems of functions. Note that the operator A from formula (6.1)
can be written in the form

A=ag (VI=0Q T Q12 + QY2 I /1=1Q) ¢"/* - Big™ + 50,

where

a=(—abg)'’?(1—q), P1=bl+q), B2=bg+ag(b+1),
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and J4, Q and ¢”° are the operators on A given as

a~1/4g—n/2
Ti fu= 17_‘1(1 VA=) = g™ ) frya,

a—1/4g—(n=1)/2

=g V(I =g (1 = ag?) fo1,

J- fn =
qu fnzqn (GQ)I/zfna an:q”fn
From the very beginning we could consider an operator
A =agM [(1-0Q) Jr + Q) ¢ = B ?" + 5 Q,

where a, 31, and (2 are the same as the above. This operator is well defined, but it is not
self-adjoint. Repeating the reasoning of section 3, we find that eigenfunctions of A; are of
the form

00 . 1/2
@) =Y () 2q (YED2) T p (v big) )
n=0 v/n
(6.29) Z —3n/4 (_py—n/2 g (9% O)n P,(X\;a,b;q) ™

= (¢ Dn

The last sum can be summed with the aid of formula (3.11.12) in [27]. We thus have
Ua(@) = (—a/b*)*25q)oc - 201 (bgA ™", 05 bg; ¢,a™"*(=b)7/?¢ 7 z)).
Now we consider another operator
Ay =gt [1,Q+J-(1-bQ)] ¢"/* = B1*" + B2 Q.

This operator is adjoint to the operator A; : A5 = A;. Repeating the reasoning of subsection
6.1, we find that eigenfunctions of A have the form

[} i i 1/2
or(@) = 3 (—ap) /2 gl (M) Pa(Xa,bi0) ful2)

= (& Dn

o

(630) z 73n/4 —n/2 qfn(n+1)/2 (aqy ?;nq(;jg, q)n Pﬂ(A, a, b7 q) T

According to the formula (6.28), this function can be written as

_ b 2. oo _
oa(z) = (a354 E’_",’));?Qx_q)w 261 (ag/X,0; a®/*(=b) " ?q/z; g, \/b).

Let us denote by ¥, (z), m = 0,+1,+2, - - -, the functions

lIlm(x) = Cm,‘vbaqm‘*‘1 (H}'), m = 0; 172a Tty \ijm(m) = Clm_ﬂﬁqu (Hl'), m = 1a27 T
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and by ®,,,(z), m = 0,£1, 42, - -, the functions
!
(I'm(.(L') = CmPqgm+1 ($)7 m = 07 1727 R q)*m(x) = Cp—1Pbg™ (.’E), m = ]-7 27 T

where ¢,,, and ¢/, are given by formulas (6.9) and (6.10).

Writing down the decompositions (6.29) and (6.30) for the functions ¥, (x) and @, (z)
(in terms of the orthonormal basis f,, n = 0,1,2,---, of the Hilbert space #) and taking
into account the orthogonality relations (6.22)—(6.24) we find that

(O (), @0 (2)) = Omny, my,mn =0,£1,4£2,---.

This means that we can formulate the following statement.

THEOREM 6.4. The set of functions ¥, (x), m = 0, £1, 12, - - -, and the set of functions
®,,(z), m = 0,£1,%2,---, form biorthogonal sets of functions with respect to the scalar
product in the Hilbert space H.

7. Alternative g-Charlier polynomials and their duals.

7.1. Pair of operators (B;,J). Let H be the same separable complex Hilbert space
as before. We have introduced into this space the orthonormal basis f,, n = 0,1,2,---,
expressed in terms of monomials in z. We define on ‘H two operators. The first one, denoted
as (2, acts on the basis elements as

Q fn = qn fn
The second one, denoted as By, is given by the formula
(7.1) B fn:anfn-i-l + an_1 fn—l +bnfn
with
1—-¢m1)(1+ ag™
ap = _(aq3n+1 1/2 \/( g th)( qm)

(1 +ag?+1)y/(1 + ag®™) (1 + ag®¥?)

1 +ag" -1 1-g¢"
b — n n
nt <<1+aq2n)<1+aq2n+l) T Wt e (T ag))”

where a is a fixed positive number. Clearly, B; is a symmetric operator.

Since a,, — 0 and b, — 0 when n — o0, the operator B; is bounded. We assume that
it is defined on the whole Hilbert space #. For this reason, Bj is a self-adjoint operator. Let
us show that B; is a Hilbert—Schmidt operator. For the coefficients a,, and b,, from (7.1),
we have a,y1/a, = ¢*/% and b, 1/b, — q whenn — oo. Since 0 < ¢ < 1, for the
sum of all matrix elements of the operator B; in the basis f,, n = 0,1,2,---, we have
> n(2a5, 4+ b,) < oo. This means that By is a Hilbert-Schmidt operator. Thus, a spectrum
of Bj is discrete and has a single accumulation point at 0. Moreover, a spectrum of B is
simple, since B is representable by a Jacobi matrix with a,, # 0 (see [15], Chapter VII).

To find eigenfunctions & of the operator By, By £y = A, we set

5/\ = Z ﬂn()‘) fn7
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where (3,,(A) are appropriate numerical coefficients. Acting by the operator B; upon both
sides of this relation, one derives that

Z Brn(A) (an frner + 1 fnor +bp fr) = A Z Br(A) frs
n=0 n=0

where a,, and b, are the same as in (7.1). Collecting in this identity all factors, which multiply
fn with fixed n, one derives the recurrence relation for the coefficients 3, (\):

ﬁn+1()\) an + ﬂn—l()‘) an—1 + ﬂn(/\) bn = /\/Bn(’\)

The substitution

(e @a A+ a@®) iy
’3”(”‘(<q;q)n<1+a)<a/q)"> ‘ Bn)

reduces this relation to the following one

—An B (A) = Cu By (V) + (An + Cn) B,(N) = AB, (N),

1+ aq™ 1—q"
(T+ ag) (1 +ag”™+1)’ (T+a@™ (T +ag™)
This is the recurrence relation for the alternative g-Charlier polynomials
Kn(Xsa5q) == 2¢1(¢ ", —aq"; 05 ¢,q))
(see, formulas (3.22.1) and (3.22.2) in [27]). Therefore, 8., (A) = K,(); a; ¢) and

Ap=q" Cn=ag"!

P 2n 1/2
(7.2) Bn(N) = (( (;’qq))n((f:;)in)> g "IN as9).

For the eigenvectors £, we thus have the expression

ot —a;qQ)n 1 2n 1/2
(7.3) b=>_ <((:’5) ((1 Ia‘;iﬂ)) ¢ MK (N asq)

n=0

Since the spectrum of the operator B is discrete, only for a discrete set of values of A these
vectors belong to the Hilbert space .

Now we look for a spectrum of the operator B; and for a set of polynomials, dual to
alternative g-Charlier polynomials. To this end we use the action of the operator

J=Q'-aQ

upon the eigenvectors &y, which belong to the Hilbert space H. In order to find how this
operator acts upon these vectors, one can use the g-difference equation

(74) (¢ "—aq") Kn(A) = —aKn(q)\) + X T Ku(A) = A (1= X) Kn(q 'X)

for the alternative g-Charlier polynomials K,()\) = K,();a;¢q) (see formula (3.22.5) in
[27]). Multiply both sides of (7.4) by k., f,, and sum up over n, where k,, are the coefficients
of the K,,(); a; ¢) in the expression (7.2) for B, (A). Taking into account formula (7.3) and
the fact that J f,, = (¢~™ — ag™) fn, one obtains the relation

(7.5) JE = —abpn + A7 6 — AT = N) €,

which will be used in the next subsection.
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7.2. Spectrum of B; and orthogonality of alternative g-Charlier polynomials. The
aim of this section is to find, by using the operators By and J, a basis in the Hilbert space
‘H, which consists of eigenfunctions of the operator B; in a normalized form, and to derive
explicitly the unitary matrix U, connecting this basis with the basis f,,n = 0,1,2,---,in H.
This matrix leads directly to the orthogonality relation for alternative g-Charlier polynomials.
For this purpose we first find the spectrum of Bj.

We proceed as in the previous cases. First we analyze a form of the spectrum of the
operator By from the point of view of the spectral theory of Hilbert—Schmidt operators. If A
is a spectral point of the operator By, then (as it is easy to see from (7.5)) a successive action
by the operator J upon the function (eigenfunction of By) & leads to the eigenfunctions
&g, m =0,£1,£2,---. However, since By is a Hilbert—Schmidt operator, not all of these
points may belong to the spectrum of By, since g™\ — oo when m — +00 once A # 0.
This means that the coefficient 1 — A’ of £;-1/ in (7.5) must vanish for some eigenvalue \'.
Clearly, it vanishes when A" = 1. Moreover, this is the only possibility for the coefficient of
&g—1x in (7.5) to vanish, that is, the point A = 1 is a spectral point for the operator B;. Let
us show that the corresponding eigenfunction {; = £,0 belongs to the Hilbert space H.

By formula (I1.6) of Appendix II in [21], one has

2

Kn(1;a;q9) = 201(¢" ", —aq"; 0; ¢,q) = (—a)"q¢" .

Therefore,
— __ (-4;¢)n(1 +ag®") >
&) = (L+a)(gg)namgrinth/? n(1;a;q)
— (—a;¢)n (1 + ag®™) (3n—1)/2
(7.6) = q©n a™.
,;) (1+9) (¢ Dn

In order to calculate this sum, we take the limit d,e — oo in the equality

i (1 +ag®™)(=a;9)n(d; @)n(e; 9)n (%)nqn(nfl)/2= (—ag; @)oo (—ag/de; ¢) o
“— (1+a)(—aq/d;q)n(—aq/e;q)n(g; @)n \de (—aq/d; ) (—ag/e; q)oo

(see formula in Exercise 2.12, Chapter 2 of [21]). Since

lim (d; q)n (¢;4)n (ag/de)" =™ a,
d,e—00
we obtain from here that the sum in (7.6) is equal to (—agq; q)co, that is, {£1,&1) < oo and
&1 belongs to the Hilbert space . Thus, the point A = 1 does belong to the spectrum of the
operator Bj.

Let us find other spectral points of the operator B (recall that the spectrum of B is
discrete). Setting A = 1 in (7.5), we see that the operator J transforms £, into a linear
combination of the vectors §; and {,0. Moreover, {, belongs to the Hilbert space H, since the
series

el - 2n
) =2 : (ff)ag((;;;r):iw) ¢ "2 K (g50;)

n=0

is majorized by the corresponding series (7.6) for {y0. Therefore, {, belongs to the Hilbert
space H and the point ¢ is an eigenvalue of the operator By. Similarly, setting A = ¢ in
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(7.5), we find that £,2 is an eigenvector of B; and the point q? belongs to the spectrum of By.
Repeating this procedure, we find that all {g», n = 0,1, 2, - - -, are eigenvectors of By and the
setq™,n =0,1,2,---, belongs to the spectrum of B;. So far, we do not know yet whether
other spectral points exist or not.

The functions {;»,n = 0,1, 2, - - -, are linearly independent elements of the Hilbert space
H (since they correspond to distinct eigenvalues of the self-adjoint operator B1). Suppose
that values ¢, n = 0,1, 2, -- -, constitute a whole spectrum of B;. Then the set of vectors
Em>n =0,1,2,---, is a basis in the Hilbert space #. Introducing the notation Zj, := &gx,
k=0,1,2,---, we find from (7.5) that

JEk=—aSk1+q "Er—q *(1-¢")Ek 1.

As we see, the matrix of the operator J in the basis Zg, k = 0,1,2, - - -, is not symmetric,
although in the initial basis |n), n = 0,1,2,---, it was symmetric. The reason is that the
matrix (@m,,) with entries @,y := Bm(¢"), m,n = 0,1,2, - -, where §,,(¢"™) are the coef-
ficients (7.2) in the expansion {g» = >, Bm(q™) fr, is not unitary. This fact is equivalent
to the statement that the basis =, = {»,n = 0,1,2,---, is not normalized. To normalize it,
one has to multiply =,, by corresponding numbers c,. Let én =cpZn,n=0,1,2,---,bea
normalized basis. Then the matrix of the operator J is symmetric in this basis. Since J has
in the basis {Z,,} the form

= -1 = -ns -1 —n n
JEn=—C16naEnp1 +q "En — ¢ 1aq "(1—q")

[1]>

n—1,
then its symmetricity means that c;j_lcna = ¢ enp1g7 N1 = ™Y, that s, ¢, /cp_1 =
vag™ /(1 — gm). Therefore,

en = c(aq" "2 /(g5 q)n) "2,

where ¢ is a constant.
The expansions

Egn (2) = én(w) = Z cn Bm(q")|m) = den|m)

m

connect two orthonormal bases in the Hilbert space H. This means that the matrix (@mn),
m,n =0,1,2,---, with entries

a”g" "tV (—a;q)m (14 ag®™)
(G On  (1+a)(gq)m amgmm+1)/2

is unitary, provided that the constant c is appropriately chosen. In order to calculate this
constant, we use the relation Y °_ |@mn|?> = 1 for n = 0. Then this sum is a multiple of the
sum in (7.6) and, consequently,

1/2
n = n Bm(d") = ( ) Kon(d"a:q)

¢ = (—ag;q) /%

The matrix (@, ) is real and orthogonal, that is,

(7.7) § CAlmn CAlm’n = (smm’; § é\lmn amn’ = 5nn’-
n m

Substituting into the first sum over n in (7.7) the expressions for d,,,, we obtain the identity
> anqn(n+l)/2

) Km(q";0;q9) Knv(q";a;9)
) n

n=0
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(7.8) _ (—aqm; CI)oo am™ (QQ Q)m qm(m+1)/26 ,

which must yield the orthogonality relation for alternative g-Charlier polynomials. An only
gap, which remains to be clarified, is the following. We have assumed that the points ¢,
n =0,1,2,---, exhaust the whole spectrum of B;. Let us show that this is the case.

Recall that the self-adjoint operator I; is represented by a Jacobi matrix in the basis
fnom =0,1,2,---. According to the theory of operators of such type, eigenvectors &y of
By are expanded into series in the basis f,, n = 0,1,2,---, with coefficients, which are
polynomials in A. These polynomials are orthogonal with respect to some positive measure
dp () (moreover, for self-adjoint operators this measure is unique). The set (a subset of R),
on which these polynomials are orthogonal, coincides with the spectrum of the operator under
consideration and the spectrum is simple.

We have found that the spectrum of B; contains the points ¢, n = 0,1,2,---. If the
operator B; had other spectral points x, then on the left-hand side of (7.8) there would be
other summands pip, K (zk; a; q) K (zr; a; q), corresponding to these additional points.
Let us show that these additional summands do not appear. We set m = m' = 0 in the
relation (7.8) with the additional summands. Since K¢(x; a;q) = 1, we have the equality

Z Z Mz = (0G5 ¢q )

o (q,
According to the formula for the g-exponential function E,(a) (see formula (I1.2) of Ap-
pendix I in [21]), we have 320 a™ ¢™™"+1/2 /(g;q),, = (—ag; ¢)co- Hence, 3", iz, = 0.
This means that additional summands do not appear in (7.8) and it does represent the orthog-
onality relation for alternative g-Charlier polynomials.
Due to the orthogonality relation for the alternative g-Charlier polynomials, we arrive at
the following statement:

am n(n+1)/2

PROPOSITION 7.1. The spectrum of the operator By coincides with the set of points q™,
n=0,1,2,---. The spectrum is simple and has one accumulation point at 0.

7.3. Dual alternative g-Charlier polynomials. Now we consider the second identity
in (7.7), which gives the orthogonality relation for the matrix elements @y, considered as
functions of m. Up to multiplicative factors these functions coincide with

Fu(z;alq) = 261 (z, —a/z; 0; ¢,¢" 1)

considered on the set z € {¢~™ |m = 0,1,2, - - - }. Consequently,
anqn(n+1)/2 (1 + aqzm) 1/2
A o
o ( (G Dn (—09™; Qo@D amqm(m+1)/2) l

and the second identity in (7.7) gives the orthogonality relation for Fy, (¢~ ™; alq):

~™;alq)

~ l+a m —m(m —m —m
> ( UHaTT) __ m(mt)/2 B (g™, alg) For(g ™™ alg)
m=0

—aq™; Q)00 (¢ @)m

(7.9 _ (&9 g2 5

an

n' -
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The functions Fy,(x; a,b|g) can be represented in another form. Indeed, taking in the
relation (II1.8) from Appendix III in [21] the limit ¢ — 00, one derives the relation

2
201(¢”™, —aq™; 0; ¢,¢") = (—a)"q™ 3¢0(¢"™, —aq™, ¢ —; ¢, —q"/a).
Therefore, we have
—m m mZ —m m —n n
(7.10) Fo(g ™;alq) = (—a)™ q™ 3¢o(g ™, —aq™, ¢ "; —; ¢,—q"/a).

The basic hypergeometric function 3¢g in (7.10) is a polynomial of degree n in the variable
w(m) := ¢~™ — aq™, which represents a g-quadratic lattice; we denote it by

(7.11) dn(p(m);a; q) == 3do(¢" ™, —aq™, ¢ "; —; ¢,—¢"/a).

Then formula (7.9) yields the orthogonality relation

S I on I d ) a50) d ()0

m=0

(712) — (q;;]t)n q—n(n+1)/2 6nn’

for the polynomials (7.11) when a > 0. We call the polynomials d,,(1(m); a; q) dual alter-
native q-Charlier polynomials. Thus, the following theorem holds.

THEOREM 7.2. The polynomials d,,(u(m); a; q), given by formula (7.11), are orthogo-
nal on the set of points u(m) :=q¢~ ™ —aq™ m =0,1,2,---, and the orthogonality relation
is given by formula (7.12).

Let [2 be the Hilbert space of functions on the setm = 0,1, 2, - - - with the scalar product

(1 + ag®™)a™
(=aq™; @)oo (€ D m

(7.13) (F,F) =) g™ D2 Fy(m) Fy(m),

m=0

where the weight function is taken from (7.12). The polynomials (7.11) are in one-to-
one correspondence with the columns of the orthogonal matrix (@.,,) and the orthogonal-
ity relation (7.12) is equivalent to the orthogonality of these columns. Due to (7.7) the
columns of the matrix (G,,,) form an orthonormal basis in the Hilbert space of sequences
a = {ap|n = 0,1,2,---} with the scalar product (a,a’) = 3°,_ anal,. This scalar prod-
uct is equivalent to the scalar product (7.13) for the polynomials d,,(u(m);a;q). For this
reason, the set of polynomials d,,(u(m);a;q), n = 0,1,2,---, form an orthogonal basis
in the Hilbert space [2. This means that either the dual alternative q-Charlier polynomials
dn(pu(m);a; q) correspond to determinate moment problem or the point measure in (7.12) is
extremal if these polynomials correspond to indeterminate moment problem. This question
will not be further pursued here.

A recurrence relation for the polynomials d,, (u(m); a; ¢) is derived from (7.4). It has the
form

(7.14) (@™ —aq™)dn(p(m))

= —adpy1(u(m)) + ¢ " dn(u(m)) — ¢ (1 = ¢") dn 1 (u(m)),
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where d, (u(m)) = dn(u(m);a;q). A g-difference equation for d,(u(m); a; ¢) can be ob-
tained from the three-term recurrence relation for alternative g-Charlier polynomials.
Note that for the polynomials d,, (u(m); a; g~1) with ¢ < 1 we have the expression

(7.15) dn(p(m)ia;qg ) = 3¢2(a ™, —aq™,q "™ 0,0; q,q).

However, the recurrence relation for these polynomials (which can be obtained from the re-
lation (7.14)), does not satisfy the positivity condition 4,, Cp,+1 > 0, that is, they are not
orthogonal polynomials for a > 0 (as it is the case for alternative g-Charlier polynomials).
This positivity condition holds only if we require that @ < 0. In this case, the polynomi-
als (7.15) are the continuous big g-Hermite polynomials H,(x; alq) (for an explicit form of
these polynomials see, for example, [27], formula (3.18.1)), which are orthogonal on a certain
continuous set.

8. Duality of Al-Salam—Carlitz I and ¢g-Charlier polynomials.

8.1. Pair of operators (B,, Q™ !). Let a be areal number such that a < 0. Let £ be the
separable complex Hilbert space with the orthonormal basis |n), n = 0,1,2,---. We define
on L the operator By, which is given by the formula

(8.1) Byn) = ap|n+1)+ap_1|n—1) — by |n),
with

an = (—a)'?q"*\/1— g1, b, = (a+1)g"

Clearly, B> is a bounded symmetric operator. Therefore, we assume that it is defined on the
whole Hilbert space L. For this reason, Bj is a self-adjoint operator. As in the previous cases,
it is easy to show that B is a Hilbert—Schmidt operator. Thus, the spectrum of Bj is discrete
and has a single accumulation point at 0. Moreover, the spectrum of B> is simple, since By
is representable by a Jacobi matrix with a,, # 0.

To find corresponding eigenfunctions &y of the operator By, Bo€) = A€y, we set & =
>, Bn(X) |n), where (3, () are appropriate numerical coefficients. Acting by the operator
B, upon both sides of this relation, one derives that

S BaN) (@n 0+ 1)+ [n—1) = b)) =AD" BalN) ),
n=0 n=0

where a,, and b,, are the same as in (8.1). Collecting in this identity all factors, which multiply
|n) with fixed n, one derives the recurrence relation for the coefficients 3, (\):

,Bn-{—l ()\) an + ,Bn—l ()\) Ap—1 — Bn()\) bn = ,Bn()‘)
Making the substitution

—n(n— 1/2
q n(n—1)/2 ) ,

Ba() = ( : BN,

% @)n (—a)"
we reduce this relation to the following one
BrpiN) + (=a) " (1 = ¢") B (V) = (@ + 1) ¢" B (N) = AB,(N).
This is the recurrence relation for the Al-Salam—Carlitz I polynomials

U (N q) := (—a)" """ D/2 50, (7", A7 0; ¢,q)\ /a)
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(see, formula (3.24.1) in [27]). Therefore, £,,(A) = UT(La)()\; q) and

q—n(n—l)/2 /2 (@)

8.2) Bn(A) = <7) U, (X;q).

W= o i
For the eigenvectors £, we thus have the expression

0 —n(n—1)/2 1/2

q

(8.3) & = (7> UL (X 9) n)-

2 (¢ D (—a)™ |

n=0
Since the spectrum of the operator B is discrete, only for a discrete set of values of A these
vectors belong to the Hilbert space £. This discrete set of eigenvectors determines the spec-
trum of Bsy.
Let us find the spectrum of the operator By and a set of polynomials, dual to Al-Salam—
Carlitz I polynomials. For this purpose we use the operator 1, which is diagonal in the
basis {|n)}, and is given as

Q') =q"In).

We have to find how the operator Q ~! acts upon the eigenvectors £y, which belong to the
Hilbert space £. To this end, one can use the g-difference equation for Al-Salam—Carlitz I
polynomials, which can be written as

(8.4) g " UM (Ng) =aqg TAT2U (ghsq) — da U™ (A 9)

+ar2(1=N(1=Xa)UD (g Xq),

where dy = a(1+¢q) (1 —X)/g 2.

Multiply both sides of (8.4) by k, |n) and sum up over n, where k,, are the coefficients
of Ur(ba) (\; @) in the expression (8.2) for 3, (A). Taking into account formula (8.4) and the
fact that Q=1 |n) = ¢~™ |n), one obtains the relation

(8.5) Q' =aqg " A\ —dr &+ aX TP (1= A a)(1 = N) &g-1a,
which is used in the next subsection.

8.2. Spectrum of B> and orthogonality of Al-Salam—Carlitz polynomials. Let us
analyze a form of the spectrum of By. If A is a spectral point of the operator By, then (as it is
easy to see from (8.5)) a successive action by the operator ) ~! upon the vector (eigenvector of
By) &, leads to the eigenvectors {gm x, m = 0,+1,+2, - - -. However, since Bj is a Hilbert—
Schmidt operator, not all of these points may belong to the spectrum of Ba, since g~ A — oo
when m — 400 if A # 0. This means that the coefficient of {;~1, in (8.5) must vanish for
some eigenvalue \'. There are two such values of A: A = 1 and A = a. Let us show that both
of these points are spectral points of By. Observe that US" (1;q) = (—a)"g"(™~1/2 and

Ul (a;q) = (—=1)"¢™™=1)/2, Hence, for the scalar product {£;,£;) we have the expression

0 —n(n—1)/2 —n(n— 1)/2

60 Y T = L T o = ol

Similarly, for (£,,&,) one has the expression

—n(n—1)/2

8.7) (€arba) = Z q (—a)™" = (1/a;0)oo



ETNA

Kent State University
etna@mcs.kent.edu

DUALITY OF g-POLYNOMIALS, ORTHOGONAL ON COUNTABLE SETS OF POINTS 169

Thus, the values A = 1 and A = a are spectral points of the operator Ba.

Let us find other spectral points of By. Setting A = 1 in (8.5), we see that the operator
Q! transforms &, into a linear combination of the vectors £, and &;. We have to show that
&, belongs to the Hilbert space L, that is, that

e n(n—1/2
(€a,&q) = Z (ll'qq)nw (—a)? gn(n—1)/2 [UT(L‘I)(q; q)]2 < 00.

n=0

It is made in the same way as in the case of the scalar product (1442, 1,42) in subsection
4.2. Therefore, £, belongs to the Hilbert space £ and the point g is an eigenvalue of the
operator B,. Similarly, setting A = ¢ in (8.5), we find that {,» is an eigenvector of B,
and the point g2 belongs to the spectrum of B,. Repeating this procedure, we find that all

&n,n = 0,1,2,---, are eigenvectors of By and the set ¢", n = 0,1,2,---, belongs to
the spectrum of By. Likewise, one concludes that the elements £qqn, n = 0,1,2,---, are
eigenvectors of Bs and the set ag™, n = 0,1,2,-- -, belongs to the spectrum of By. So far,
we do not know yet whether there are other spectral points or not.

The vectors §g» and &gqn, n = 0,1,2,---, are linearly independent elements of the
Hilbert space £. Suppose that values ¢" and aq™, n = 0,1,2,-- -, constitute a whole spec-
trum of By. Then the set of vectors {4n and {gqn, n = 0,1,2,-- -, is a basis in the Hilbert
space L. Introducing the notations 2, := {x and E), := {4, k = 0,1,2,- - -, we find from
(8.5) that

-t En = Clifznfl En—f—l - dn En+ aq72n(1 - qn)(l - qn/a) Enfl;

TR, =a g T e — 4 B e T (L= ) (1 —ag™) By,

dn=a(l+q)(1—¢") g, d,=(1+q¢(l-ag")a g .

As we see, the matrix of the operator Q*1 in the basis Z,, =), n = 0,1,2,---, is not
symmetric, although in the initial basis |m), m = 0,1,2, - - -, it was symmetric. The reason
is that the matrix M := ((amn)5e n=0 (@mn)mn=0) = ((@mn) (a;,,)) with entries

Amn = ﬂm(qn)7 almn = /Bm(aqn)a m,n=0,1,2,---,

where 3,,(dg™), d = 1, a, are the coefficients (8.2) in the expansion
i = Y Bm(dg™) [n),

is not unitary. This fact is equivalent to the statement that the basis 2, = &g, Z, = &gqn,

n =20,1,2,---, is not normalized. To normalize it, one has to multiply Z,, by corresponding

numbers ¢,, and Z!, by corresponding numbers c},. Let =2, = ¢,E, and B!, = ¢},El, n =

0,1,2,---, be a normalized basis. Then the matrix of the operator () ! is symmetric in this
basis. Since @ ! has in the basis {Z,, =} the form

71’\

Q! Z, = c;_}_lcn aqg " 12,4 —d, =, + cgilcn aqg (1 —-¢")(1—q"/a) én,l,

—12r g1 1 —2n—1 2y ] =1 4 1 _—2n n ny =1
Q En = Cpt1Cp@ g “n—i—l_dn“n_f_cn—lcna q (1_q )(l_aq )h‘n—l'
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then its symmetricity means that

2n—1

C;ilcn aq” — C;lcn+1 aq72n72(1 _ qn+1)(1 _ qn+1/a)7

=1y 1 —2n—1 _ -1 -1, —2n—2 n+1 n+1
Cpt1Cpa@ g =Cp Cpp1a@ 4 (l_aq )(1_(] )7

that is,

Cn_ _ \/ q Ch _ \/ q
Cn—1 (1-gM)(1-q"/a) ey (1-¢")(1 - agq)
Therefore, for the coefficients ¢,, and ¢}, we have the expressions

qn/Z ! ' qn/2
c, =C

@ao(gox?" " (g gy

where ¢ and ¢’ are some constant.
Thus, in the expansions

&g

Cp =¢C

(1]
Il

n ch Bm(q") |Im) = z&mn Im) ,

[1]>

b =20 =) & Bmlag™) Im) =) Im)

the matrix M := (Gmp G,,,) With entries

q° q—m(m—l)/2 1/2 (a)
a/mn =CnPm ") =c Un-? n; )
i) = (o i Cam) U0
n —m(m—1)/2 1/2
d;nn:c;lmanzc'< a a ) Uf,f)a"; ,
Pml0d") = '\ Cagsnlas ) (@5 ) (=)™ (ed"54)

is unitary, provided that the constants ¢ and ¢’ are appropriately chosen. In order to calculate
these constants, we use the relations Y oo_ |@mn|*> = 1 and Y o_ |al,,/* = 1 forn = 0.
Then these sums are multiples of the sums in (8.6) and (8.7), so we find that

(8.8) c=(g;9)51% ¢ =(1/a;q)32

The coefficients ¢,, and ¢}, are thus real and equal to

qn/2 , qn/2
= ; (271 = .
(a;0) " (/s ) (3 ) (1/a; @) (ag; @) (@; @)
The orthogonality of the matrix M means that
(89) Z CA’/mndmn’ = 5nn’; Z a’;nn&mn’ = 5nn’a Z dmna/mn' = 07
m m m

(8.10) > (amnbmn + Qi) = St -

n
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Substituting into (8.10) the expressions for @, and a.,,,,, we obtain
1 oo

(4:¢)00 =, Q/aq (q;q)m

U (¢™;q) U (¢™; q)

—Ur(ta)am; U(‘Il)am;
l/aq mz D@D U ag™:0) Un (ag™;q)

=0

(8.11) = (_a)n ((I§ q)n qn(n—l)/Z Onnt

which must yield the orthogonality relation for Al-Salam—Carlitz I polynomials. A problem,
which remains to be clarified, is the following. We have assumed that the points ¢" and ag”,
n =0,1,2,---, exhaust the whole spectrum of B,. Let us show that this is the case.

If the operator By had other spectral points zj, then on the left-hand side of (8.11)
there would be other summands p, U,(La) (k3 Q) UT(L',Z) (zk; q), corresponding to these addi-
tional points. Let us show that these additional summands do not appear. For this we set
n =n' = 0 in the relation (8.11) with the additional summands. This results in the equality

o oo

8.12 + +>N e, =1
G129 (e 27 (o) 2=, g dm@ i+ 2"

— q/a D Om

In order to show that 3, y1,, = 0, take into account the relation

(Aq/C,Bq/C;q)so
(¢/C,ABq/C;q)oo

2¢1 (Aa B7 07 q, q)

(AaBQQ)oo
(C/q,ABq/C; )0

(see formula (2.10.13) in [21]). Putting here A = 0, B = 0 and C = g¢/a, we obtain
relation (8.12) without the summand )", fiz,. Therefore, one concludes that -, piz, =
0. This means that additional summands do not appear in (8.11) and it does represent the
orthogonality relation for the Al-Salam—Carlitz polynomials. Due to this orthogonality, we
arrive at the following statement:

2¢1(Aq/C,Bq/C;¢°/C;q,q) = 1

PROPOSITION 8.1. The spectrum of the operator By coincides with the set of points q™
andaq™ n =0,1,2,---. This spectrum is simple and has one accumulation point at 0.

8.3. Duals to Al-Salam—Carlitz I polynomials. Now we consider the identities (8.9),
which give the orthogonality relations for the matrix elements @, and @, . , considered as
functions of m. Up to multiplicative factors they coincide with

mn’

(8.13) Fo(z;a;9) = 2¢1(2,4 " 0; ¢,¢" " /a), n=0,1,2,---,
(814) FTIL(:Ea a7q) = 2¢1($7aq_n; 07 q, qn+1) , = 07 ]-5 2) B}
considered on the set of points ¢=™, m = 0,1, 2, - - -. Namely, we have

—m(m—1)/2 1/2
q q ( )/ ) (_a)m qm(m—l)/2

mn = € <<q/a;q)n<q; D) (& Q) (—a)™

n

Fo.(¢™;a5q),
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n —m(m—1)/2 1/2
8 = ( q q ) —a mqm(m—l)/z jod q—m;a;q ,
=\ s dn@ o) wom o) T i)

where ¢ and ¢’ are given by (8.8). The relations (8.9) lead to the following orthogonality
relations for the functions (8.13) and (8.14):

®.15)  (a:9) D p(m) Fulg™™;a;9) Fu(¢™™;039) = (4/05 Q) (6 O 0" S

m=0
8.16)  (1/g;9)00 Y p(m) Fi(q™™; a59) Fra(¢™™; 039) = (ag; Q) (6 Q) €™ S
m=0
(8.17) > p(m) Fu(g™™;a;9) Fi(a™5a:9) = 0,
m=0

where

—a m _

Comparing the expression (8.13) for the functions F,,(¢~™; a; ¢) with the expression
Ca(g™™;d'59) := 21 (a7 4 ™; 0; ¢, —¢"*/d)
for the g-Charlier polynomials, one concludes that
(8.18) Fo(g™™5a59) = Cn(g™™; a3 9)-
Applying the transformation formula (see (II1.6) from Appendix IIT in [21])
201(q", b5 05 ¢,2) = (bz/q)" 261(¢ ", 4/7; 0; ¢,q/b)
to the expression for the functions F, (¢~ ™;a; q), we derive that
(8.19) Fo(a™™5a39) = (=a)™" Calg™™; = 1/a;9).

Substituting the expressions (8.18) and (8.19) into the relations (8.15) and (8.16), we ob-
tain the orthogonality relations for the g-Charlier polynomials C,,(¢~™; —a; q) and C\, (¢~ ™;
—1/a;q), where a < 0. For C,, (¢~ ™) = Cpn(q¢ ™; a’;q), a' > 0, it has the form

rnm

had a
> ) g™ Y2 C (™) Crr (@7 ™) = (=05 0)00 @ " (=a/a"; @) (€5 ) O -

m=0

It coincides with the orthogonality relation known from the literature (see, for example, Chap-
ter 7 in [21]).

Thus, we have shown that duals of the family of Al-Salam—Carlitz I polynomials U. T(La)(
g~ ™;q) are two sets of g-Charlier polynomials, one taken with the parameter —a and the
second one with the parameter —1/a.
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The relation (8.17) leads to the following equality for g-Charlier polynomials:

> L s —a0) Cor g™ =1 fai) = 0
—— 5 WLqg 5—a;9)Lw(qg 5—1/a5q9)) =Y,
(¢ Dm

m=0

where a < 0.
The set of functions (8.13) and (8.14) form an orthonormal basis in the Hilbert space [2
of functions, defined on the set of points m = 0,1, 2, - - -, with the scalar product

o

(fi, 2y = > p(m) fi(m) f>(m),

m=0

where p(m) is the same as in formulas (8.15)—(8.17). One can deduce from this fact that
the q-Charlier polynomials C,,(¢g"™;a';q), a' > 0, correspond to indeterminate moment
problem and the orthogonality measure for them, obtained above, is not extremal.

9. Duality of little g-Laguerre and Al-Salam—Carlitz II polynomials.

9.1. Pair of operators (B3, Q~1). Let X = H, be a separable complex Hilbert space
of functions, used in sections 3—7, with the polynomial basis f,,, n = 0,1,2,---, in it. We
fix a real number a such that 0 < a < ¢~ '. Let B3 be the operator on H = H,, acting upon
the basis elements f, as

9.1 B3fn:anfn+1 +an—1 fn—l +bnfn7

with

an = —a'?q" 2 /(1= 1) (1 —ag™t), bp=q"(1+a) —ag™(1 +q).

Clearly, B3 is a symmetric operator.

Since a,, — 0 and b,, — 0 when n — oo, the operator Bs is bounded. We assume that
it is defined on the whole Hilbert space H and, therefore, it is a self-adjoint operator. Exactly
as in the previous cases one can show that Bj is a Hilbert—Schmidt operator. This means that
the spectrum of Bj is discrete and has a single accumulation point at 0. Moreover, a spectrum
of Bjs is simple, since Bj is representable by a Jacobi matrix with a,, # 0.

To find eigenfunctions & of the operator B3, B3 £y = A€y, we set

g)\ = Z,Bn()‘) fn;

where 3,(\) are appropriate numerical coefficients. Acting by the operator B3 upon both
sides of this relation, one derives that

D" Ba(N) [an fap1 + anot fac1 +ba fa]l =X D Ba(N) fa,
n=0 n=0

where a,, and b,, are the same as in (9.1). Collecting in this identity all factors, which multiply
fn with fixed n, one derives the recurrence relation for the coefficients 3,,()):

Bn+1 (/\) an + ,anl(’\) an—1 + /Bn(’\) bn = ’\/Bn()‘)'

The substitution

( (aga. ',
Pn(¥) = ((aq)"(q; q)n> n)
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reduces this relation to the following one

—q"(1=ag"") B}, 11 (N)—aq" (1-¢") B,y (N)+(a"~ag*™ ' +ag"™~ag®™) 5, (A) = A B, (A).
This is the recurrence relation for the little g-Laguerre (Wall) polynomials

©2) pr(Xalg) = 201(a7",0; ag; ¢;qN) = (a™'q";9)5" 260(a™ ", X7 =5 @M /a).

Thus, we have 3, (\) = pn(A; alg) and, consequently,

9.3) Ba(N) = (M) " sl
(aq)™(g; O)n
This means that eigenfunctions of the operator Bs are of the form
04 &)=Y ((‘Lﬁ;iq)’“)mpk<x;a|q) fo= S amh GEDk 1) ok
=\ (a0)*(g; )k P CHIP

The expression for the eigenfunctions can be summed up. To show this one needs to know a
generating function

o0

9.5) F(z; t; alg) == Z (Zlq-;qq))n pn(z; alg) t"

for the little g-Laguerre polynomials. To evaluate (9.5), we start with the second expression
in (9.2) in terms of the basic hypergeometric series 2¢. Substituting it into (9.5) and using
the relation

n=0

@™k _ (_l)k —kn+tk(k—1)/2 (G Dn

q ;
(45 9w (6 Dr(e Dnrk
one obtains that
- (n—1)/2 = (=59 &
©6)  F(z;talg) = ) (—agt)"q""" — = (g7 /a)k.
( g T;]( ) kz::O(QQCI)k((IﬂI)n—k( /a)

Interchanging the order of summations in (9.6) leads to the desired expression
9.7 F(z; t; alq) = Ey(—agt) 2¢o(z™",0; —; g;at),

where E;(2) = (—2; ) is the g-exponential function of Jackson.
Similarly, if one substitutes into (9.5) the explicit form of the little g-Laguerre polyno-
mials in terms of ¢ from (9.2), this yields an expression

E,(—aqt)

9-8) F(z; t; alg) = B, (=)
a

261(0,0; q/t; ¢;q2).

Using in (9.4) the explicit form of the generating function (9.7) for the little g-Laguerre
polynomials, one arrives at

Ex(@) = Ey(—qa=*z) 260(\ 71, 0; —; ¢; a~V42).

Another expression for £, () can be written by using formula (9.8).
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Since the spectrum of the operator Bj is discrete, only for a discrete set of values of A the
functions (9.4) belong to the Hilbert space . This discrete set of eigenvectors determines a
spectrum of Bs.

Now we look for the spectrum of B3 and for a set of polynomials, dual to little g-Laguerre
polynomials. To this end we use the operator Q ~1, where @ is given by the formula Q f, =
q" fr. In order to find how the operator Q! acts upon eigenfunctions of B3, one can use the
g-difference equation

9.9) 7 "Apn(A) = —apa(g)) + 2+ a— N pa(A) = (1= X pn(g ')

for the little g-Laguerre polynomials p,(A) = pn(A;alg) (see formula (3.20.4) in [27]).
Multiply both sides of (9.9) by d, |n) and sum up over n, where d,, are the coefficients
of pn(A;alg) in the expression (9.3) for 3, (\). Taking into account formula (9.9) and the
fact that Q! f,, = ¢~ fn, one obtains the relation

9.10) Q' =—adx"p F AT 24+ a - AN E - AT L = N) €y,
which is used in the next section.

9.2. The spectrum of B3 and orthogonality of little g-Laguerre polynomials. Let us
find, by using the operators B3 and Q !, a basis in the Hilbert space H, which consists of
eigenfunctions of the operator B3 in a normalized form, and the unitary matrix A, connecting
this basis with the initial basis f,, n = 0,1,2,---, in . First we have to find the spectrum
of B 3.

Let us first look at a form of the spectrum of Bs. If A is a spectral point of the opera-
tor Bz, then (as it is easy to see from (9.10)) a successive action by the operator ) ~! upon
the function (eigenfunction of Bs) &) leads to the eigenfunctions {gm y, m = 0,£1,+2,---.
However, since Bs is a Hilbert—Schmidt operator, not all of these points belong to the spec-
trum of Bg, since g™\ — oo when m — +o0. This means that the coefficient P |
of &,-1)s in (9.10) must vanish for some eigenvalue A’. Clearly, it vanishes when X' = 1.
Moreover, this is the only possibility for the coefficient of §q_1 y in (9.10) to vanish, that is,
the point A = 1 is a spectral point for the operator Bs. Let us show that the corresponding
eigenfunction §; = &0 belongs to the Hilbert space H.

One has the following equality

(@)™ n_1))2

pn(l;alg) = 201(¢7",0; ag; ¢,q) = ez
b) n

Therefore, for the scalar product {£;,&1) in H we have

= (e @n oo
(glagl) _1;) (aq)"(q;q)n pn(17a|Q) _( laq)oo-

Thus, the point A = 1 does belong to the spectrum of Bs.

Let us find other spectral points of the operator Bs. Setting A = 1 in (9.10), we see
that the operator Q! transforms g0 into a linear combination of the vectors £, and go.
Moreover, £, belongs to the Hilbert space H, since the series

= 3 M 2 (a:

is majorized by the corresponding series for {,0. Therefore, £, belongs to the Hilbert space
‘H and the point ¢ is an eigenvalue of the operator Bs. Similarly, setting A = ¢ in (9.10), one
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finds likewise that &2 is an eigenvector of B3 and the point ¢? belongs to the spectrum of Bs.
Repeating this procedure, we find that all {g», n = 0,1, 2, - - -, are eigenvectors of Bs and the
setq™,n =0,1,2,---, belongs to the spectrum of Bs. So far, we do not know yet whether
other spectral points exist or not.

The functions {g», n = 0,1,2,---, are linearly independent elements of the Hilbert
space H. Suppose that values ¢", n = 0,1, 2, -- -, constitute a whole spectrum of Bs. Then
the set of functions {4», n = 0,1,2,---, is a basis in the Hilbert space H. Introducing the
notation E, := §x, k =0,1,2,-- -, we find from (9.10) that

(9.11) 12, = —ag* Skt1 + q_k(2 +a— qk) B — q_k(l — qk) Er—1-

As we see, the matrix of the operator ) ~! in the basis 2, k = 0,1,2, - - -, is not symmetric,
although in the initial basis [n), n = 0,1,2,---, it was symmetric. The reason is that the
matrix (amy) with entries @y := Bm(q™), m,n = 0,1,2,---, where §,,,(¢™) are the coef-
ficients (9.3) in the expansion {gn = > Bm(q") fn, is not unitary. This fact is equivalent
to the statement that the basis =, = {g»,n = 0,1,2,---, is not normalized. To normalize it,
one has to multiply =,, by corresponding numbers c,. Let Ep = CnBnon = 0,1,2,---,bea
normalized basis. Then the matrix of the operator ) ~! is symmetric in this basis. It follows
from (9.11) that Q" has in the basis {én} the form

[1]»

Q 'z, = —c;}rlcncf"a 1 +q "24+a-q¢")E, - c;ilcnq’”(l —q")En—1.

The symmetricity of @ ! in the basis {én} means that c;_}_lcnaq_" =c;lenp1 g1 =

g"th), thatis, cn/cn—1 = v/ag/(1 — ¢"). Therefore,

cn = c [(ag)" /(g q)n]""”,

where ¢ is a constant.
The expansions

~

Egn () = én(x) = chﬂm(qn) fm = Z&mnfm

connect two orthonormal bases in the Hilbert space 7. This means that the matrix (@),
m,n =0,1,2,---, with entries

A 7 S ) T S
O = cn () = (200 D2 )T g,

is unitary, provided that the constant c is appropriately chosen. In order to calculate this
constant, we use the relation >~ |aon|? = Y., ¢ B2(g") = 1. Since 52(¢™) = 1 and

> L

= (@0)n
we have
c = (ag; )L
The matrix A := (Gmy) is real and orthogonal. Thus, if Znn = 0,1,2,---,is a

complete basis in 7, then AA~! = A=1 A = E, that is,

(913) E CAlrnn dm’n = (smm’a E é\lmn afmn’ = 5nn’-
n m
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Substituting into the first sum over n the expressions for a,,,,, we obtain the identity

_(a9)™ (% @)m
(ag; 9) oo (aq; @) m

mm' 5

— (agq)"
(9.14) —— Pm(q";alg) pr (¢"; aq) =
nz:% O

which must yield the orthogonality relation for little g-Laguerre polynomials. However, we
have assumed that the points ¢"*, n = 0, 1,2, - - -, exhaust the whole spectrum of Bs. Let us
show that this is the case. The reasoning here is exactly the same as in the previous sections.
Namely, we have found that the spectrum of B3 contains the points ¢, n = 0,1,2,---
If the operator B3 had other spectral points z, then on the left-hand side of (9.14) there
would be other summands g, pm (Zk; a|q) Pm (Tr; alq) with positive p,, , corresponding to
these additional points. Let us show that these additional summands do not appear. We set
m = m' = 0 in the relation (9.14) with the additional summands. Since po(z;alg) = 1, we
have the equality

o
Z —+ Zum = (ag; q

This formula is true only if ), u,, = 0. This means that additional summands do not
appear in (9.14) and thus (9.14) does represent the orthogonality relation for little g-Laguerre
polynomials. Consequently, the following proposition is true:

PROPOSITION 9.1. The spectrum of the operator Bs coincides with the set of points
g",n=0,1,2,---. This spectrum is simple and the functions {gn, n = 0,1,2,---, form a
complete set of eigenfunctions of Bs. The matrix (Gmy) with entries (9.12) relates the initial
basis { fn} with the normalized basis {én}

9.3. Al-Salam-Carlitz IT polynomials as duals to little g-L.aguerre polynomials. Now
we consider the second relation in (9.13). Taking into account the explicit expression for Gy,
one obtains the orthogonality relation for the functions

(9.15) Fo(g™™; alg) :== (a™'q¢"™;q9);" 200(a™ ™, a7 " — 30,4/ a).

This relation has the form

o

—m (OGDm - n (& Dn
(9.16) aq) " ———F,(¢"™; alq) Fry (¢ ™; alq) = (aq) " ———— Sy -
7;)( ) @D n( |q) Fos lg) = (aq) (g
Comparing (9.15) with the Al-Salam—Carlitz II polynomials
Vi9(@;0) = (=a)"qa """ a0(a", @5 =5 0,47 /a).

we see that they are related to the functions (9.15), and (9.16) therefore leads to the orthogo-
nality relation for the Al-Salam—Carlitz II polynomials

> &

m:O

nn'

n .
AL qg ™;q V(,a) g ™;q) = M
m(ag; q) w G ) (aq; @)oo g™
known from the literature. Thus, Al-Salam—Carlitz II polynomials are duals to the little g-
Laguerre polynomials.
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Appendix. In this appendix we prove the summation formula

oo 2n+1

(abq,bg; q)n 1 — abq n 2 (abg®; @)oo
>l g’ = 50
(aq,q;9)n 1 — abgq (ag; @) o

9.17)
n=0

First of all, observe that when b = 0 this relation reduces to
a”q”z 1

—(ag, ;D (a8 Q)oo’

which is a well-known limiting form of Jacobi’s triple product identity (see [21], formula
(1.6.3)).
One can employ an easily verified relation

(ag,—ag;)n _ 1—a’g’"
(CL, —a; q)n 1—-a?

(9.18)

in order to express the infinite sum in (9.17) in terms of a very-well-poised 4¢3 basic hyper-
geometric series. This results in

i ab(b bQ7 ]- _abq2n+1 a™ n? _ ¢ abq7 bqa anb ) _QVabq a
(ag,q;q 1—abg 1 T4\ aq, vabg, —abg, 0,0 |T)"

n=0

The next step is to utilize a limiting case of Jackson’s sum of a terminating very-well-poised
balanced g¢7 series,

9.19) 46 ( o, ¢v/a, ~¢Va, b, ¢, d GQ> _ (ag,aq/be,aq/bd, ag/cd; 4)o
"7 OY8 N a, —va, aq/b, aq/c, aq/d "bed)  (agq/b,aq/c,aq/d, aq/bed; q) o

which represents a g-analogue of Dougall’s formula for a very-well-poised 2-balanced 7 Fj
series. When the parameters ¢ and d tend to infinity, from (9.19) it follows that

a, ¢v/a, —gv/a, b ‘ aq)_%
va, —v/a, ag/b, 0, 0|7 b (ag/b; q)oo

To verify this, one needs only to use the limit relation

m fedan (55) = (5)

With the substitutions a — abg and b — bq in (9.20), one recovers the desired identity (9.17).
Similarly, when d — oo one derives from (9.19) the identities

(9.20) 45 (

i (1 — abg*™*")(ag, abg/c, abg; ¢)n D/ = (abg?, c/a;q) oo

(9.21) = ,
— (1 — abq)(bg; cg, ¢; @)n(—a/c)" (ba, ¢g; @)oo

©9.22) i (1 — abg®™*)(abg, b, cd; Dn p(n—1)/2 _ (aba®,a/c; @)oo
“~— (1 — abq)(aq, abq/c, ¢; q)n(—c/a)" (ag, abg/c; q)oo

They have been employed in section 7.
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We conclude this appendix with the following remark. There is another proof of the
identity (4.25), based on vital use of the same summation formula (9.19). Actually, a relation
may be derived, which is somewhat more general than (4.25). Indeed, consider the function

(e}

_1y2 1= a® ! (ag; )n
a;q) = —1)n g/ n;a

n=0
for arbitrary nonnegative integers k, where the g-quadratic lattice u(n; a) is defined as above:
u(n;a) == q " +ag™t.

We argue that all ng(a;q) = 0,k = 0,1,2,---. To verify this statement, begin with the case
when k = 0 and employ relation (9.18) to show that
q, 1) .

a/aq, —q+/aq, aq
mo(a; q) = 363
Jaq, —/aq, 0
The summation formula (9.19) in the limit as d — oo takes the form
b ( a, ¢v/a, —qv/a, b, c ‘q @) _ (ag,aq/bc; q)os
\/aa _\/(_7’7 GQ/b, GQ/C, 0 ’ (O’Q/ba G,C_I/C; Q)oo
In the particular case when bc = aq this sum reduces to
a, ¢v/a, —gv/a _ (ag,15q)o0 _
303 q,1) =" =0,
07 \/('_7’7 _\/a (b,C; q)oo

since (2;¢)oo = 0 for z = 1. Consequently, the function 79 (a; ¢) does vanish.
For k = 1,2,3,---, one can proceed inductively. Employ the relation gu(n + 1;a) =
u(n; ¢a) to show that

be

Met1(a; @) = 1+ ag)ne(a; @) —q * 1 (1 — ag®)(1 — ag®)ni(ag?; q)-

So, one obtains that indeed all ng(a;q), k = 0,1,2,---, vanish. The identity (4.25) is now
an easy consequence of this statement if one takes into account that a product of the two
polynomials Dy, (u(m); a, b, c|q) and D, (u(m); b, a, abg/c|q) in (4.25) is some polynomial
in u(m) of degree n + n’. This completes the proof of (4.25), which is independent of the
one, given in section 4.
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