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1 A case where balancing is harmflllavid S. Watkins
Abstract.

Balancing is a common preprocessing step for the unsymoeggrenvalue problem.
If a matrix is badly out of scale, balancing can markedly ioyarthe accuracy of
the computed eigenvalues. This paper discusses a sitwatiere balancing has the
opposite effect. If a matrix that is not out of scale has beansformed to upper
Hessenberg form, a subsequent balancing of the Hessenlagrig mill cause the
condition numbers of the eigenvalues to be degraded. Capsady the computed
eigenvalues will be substantially less accurate than treyldvhave been if the Hes-
senberg matrix had not been balanced.
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5 Condition numbers of the Krylov bases and spaces associgtethe truncated QZ
iteration.Alexander Malyshev and Miloud Sadkane

Abstract.

We propose exact and computable formulas for computingiionchumbers of the
Krylov bases and spaces associated with the Hessenbengglifar reduction of a
regular linear matrix pencil.
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15 Time-discretization of a degenerate reaction-diffusignation arising in biofilm
modeling.Antonija Duvnjak and Hermann J. Eberl

Abstract.

A numerical method for a reaction-diffusion equation agsin biofilm modelling
is presented. The equation shows two non-standard effetteispatial operator,
degeneracy like the porous medium equation and a singudeiana priori known
upper bound is approached. The equation is transformedantifated in terms
of a new dependent variable. This transformation is chogeh that the resulting
spatial operator is the Laplace operator and that the maatieffects appear now in
the time-derivative. The numerical method for the new eigudbllows Rothe’s ap-
proach: while a standard discretization for the spatial @iors used, a fully-implicit
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time-discretization scheme is developed that takes theageoperties of the equa-
tion into account. This paper presents the formulation &f time-discretization
scheme as well as its analysis.
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Isotropic and anisotropic a posteriori error estimatioriref mixed finite element
method for second order operators in divergence f@etge Nicaise and Emmanuel
Creus.

Abstract.

This paper presents an a posteriori residual error estimfiatdhe mixed FEM of
second order operators using isotropic or anisotropic eeghR?, d = 2 or 3.
The reliability and efficiency of our estimator is estabidhwithout any regularity
assumptions on the solution of our problem.
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Toward the Sinc-Galerkin method for the Poisson problemrmmtype of curvilinear
coordinate domainToshihiro Yamamoto

Abstract.

This paper introduces the Sinc-Galerkin method for thed@oiproblem in one type
of curvilinear coordinate domain and shows an example oftimaerical results.

The method proposed in this paper transforms the domaineoPtisson problem
designated by the curvilinear coordinates into a squareagtorin this process, Pois-
son’s equation is transformed into a more general two-lbgisecond-order linear
partial differential equation. Therefore, this paper albows a unified solution for
general two-variable second-order linear partial diffeisd equations. The derived
matrix equation is represented by a simple matrix equatjothb use of the Kro-

necker product. However, the implementation for real aapibns requires a more
efficient calculation of the matrix equation.
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Quasi-Newton preconditioners for the inexact Newton metho Bergamaschi, R.
Bru, A. Marinez, and M. Putti

Abstract.

In this paper preconditioners for solving the linear syst@fithe Newton method in
each nonlinear iteration are studied. In particular, wendedi sequence of precon-
ditioners built by means of Broyden-type rank-one upda@gstimality conditions
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are derived which guarantee that the preconditioned nestiace not far from the
identity in a matrix norm. Some notes on the implementatibtihe corresponding
inexact Newton method are given and some numerical resalte/o model prob-
lems illustrate the application of the proposed precoodéis.
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Solution of singular elliptic PDEs on a union of rectanglesng sinc methods.
Michael H. Hohn

Abstract.

The numerical solution of problems with singularities ets special difficulties
for most methods. Adjustments to standard methods areaipimade for only
a special type of singularity, usually known a priori. Thenfly of sinc numer-
ical methods is natually suited for general singular protde Here, the methods
are extended and applied to two-dimensional, elliptic-firster systems of mixed
boundary value problems with singularities of the farth
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Scalable algebraic multigrid on 3500 processtvayne Joubert and Jane Cullum

Abstract.

A parallel algebraic multigrid linear solver method is meted which is scalable to
thousands of processors on significant classes of two- aad-tlimensional prob-
lems. The algorithm is entirely algebraic and does not mequiior information on
the physical problem. Scalability is achieved through tee of an innovative par-
allel coarsening technique in addition to aggressive evding and multipass inter-
polation techniques. Details of this algorithm are presémdgether with numerical
results on up to several thousand processors.
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The Sinc-Galerkin method for solving singularly-pertutibeaction-diffusion prob-
lem. Mohamed EI-Gamel

Abstract.

One of the new techniques used in solving boundary-valuglgnes involving par-
tial differential equations is the Sinc-Galerkin method.this paper we solve the
singularly-perturbed reaction-diffusion problem usimg tSinc-Galerkin method.
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The scheme is tested on four problems and a comparison wiith &lement meth-
ods and the method of reduction of order is made. It is shotthigaSinc-Galerkin
method yields better results.

Key Words.
sinc function, Sinc-Galerkin, singularly perturbed, t@T-diffusion, numerical so-
lutions.
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65N30,65T60, 35K05, 42C40

On the reduction of a Hamiltonian matrix to Hamiltonian Scharm. David S.
Watkins

Abstract.

Recently Chu, Liu, and Mehrmann developed#m?) structure preserving method
for computing the Hamiltonian real Schur form of a Hamilmimatrix. This paper
outlines an alternative derivation of the method and anrrat#se explanation of
why the method works. Our approach places emphasis eigengalapping and
relies less on matrix manipulations.

Key Words.
Hamiltonian matrix, skew-Hamiltonian matrix, stable inaat subspace, real Schur
form
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On fast factorization pivoting methods for sparse symro@tdefinite system®laf
Schenk and Klaus &tner.

Abstract.

This paper discusses new pivoting factorization methodsdving sparse sym-
metric indefinite systems. As opposed to many existing pigomethods, our
Supernode—-Bunch—-Kaufmang§) pivoting method dynamically selectsx 1 and
2 x 2 pivots and may be supplemented by pivot perturbation teglas. We demon-
strate the effectiveness and the numerical accuracy oathaithm and also show
that a high performance implementation is feasible. Weaidlb show that symmet-
ric maximum-weighted matching strategies add an additilevel of reliability to
SBK. These techniques can be seen as a complement to the aleidaa of using
more complete pivoting techniques during the numericabféation. Numerical
experiments validate these conclusions.
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direct solver, pivoting, sparse matrices, graph algorghsymmetric indefinite ma-
trix, interior point optimization
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180 Parameter-uniform fitted mesh method for singularly péedrdelay differential
equations with layer behavidvl. K. Kadalbajoo and K. K. Sharma

Abstract.

Boundary value problems for singularly perturbed diffét@rdifference equations
containing delay with layer behavior are considered. Tlaeea number of real-
istic models in the literature where one encounters BVPsifagularly perturbed
differential difference equations with small delay, sushiravariational problems
in control theory and first exit time problems in modeling ofigation of neurons.
In some recent papers, the terms negative shift for ‘delag’ositive shift for ‘ad-
vance’ are used. In this paper, a numerical method basecdittdd mesh approach
to approximate the solution of these types of boundary vatablems is presented.
In this method the piecewise-uniform meshes are consthacte fitted to the bound-
ary layer regions to adapt singular behavior of the opeiattirese narrow regions.
Both the cases, layer on the left side boundary and layereright side boundary,
are discussed. It is shown that the method composed of amdlifference oper-
ator on the piecewise uniform mesh is parameter-uniformdtgidishing a robust
error estimate. The effect of small delay on the boundargriaplution is shown by
plotting the graphs of the solution for different delay \edufor several numerical
examples. Numerical results in terms of maximum absoluter exre tabulated to
demonstrate the efficiency of the method.

Key Words.
fitted mesh, finite difference, singular perturbation, efiéntial-difference equation,
delay, boundary layer, action potential
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202 Numerical study of normal pressure distribution in enteaflow between parallel
plates, I. Finite difference calculatiorisenshu Shimomukai and Hidesada Kanda

Abstract.

This paper deals with the computation of flow between twolf@iaates, including
the pressure distribution in the entrance region. Therdeweimplicit solutions
available for the pressure distribution in the normalyedirection of such flows.
The pressure distribution in thedirection is thus computed for the first time for
flow between parallel plates. The minimum critical Reynatdsnber for laminar-
turbulent transition is known to be in the range from 1300460, and we have thus
focused our finite difference computations of the presstadignt in they-direction

at Reynolds numbersRe) between 100 and 5000. Our results have enabled us to
conclude that a large difference in pressure between tHan@the centerline exists
near the inlet for a lowRe and decreased d2e increased. The pressure at the wall
is lower than that in the central core f&%e < 5000, indicating that the pressure
distribution is contrary to Bernoulli’s law across paraldates, although the law
does not apply to viscous flow.
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A study of the fast solution of the occluded radiosity equatiKendall Atkinson
and David Chien

Abstract.

Consider the numerical solution of the radiosity equatiear@n occluded surface
S using a collocation method based on piecewise polynomiefpolation. Hack-
busch and Nowak [Numer. Math., 54 (1989) pp. 463—491] prega@sfast method
of solution for boundary integral equations, and we consigle application of their
method to the collocation solution of the radiosity equatid/e give a combined an-
alytical and experimental study of the ‘clustering methafddackbusch and Nowak,
yielding further insight into the method.

Key Words.
Radiosity equation, clustering method, collocation, fadtition method
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Iterative sinc-convolution method for solving radiosityuation in computer graph-
ics. Ahmad Reza Naghsh-Nilchi and Shahram Daroee

Abstract.

A new and efficient sinc-convolution algorithm is introddder the numerical so-

lution of the radiosity equation. This equation has manyliagfions including the

production of photorealistic images. The method of sinevedution is based on
using collocation to replace multi-dimensional convalatitype integrals—such as
two dimensional radiosity integral equations—by a systdralgebraic equations.
The developed algorithm solves for the illumination of aface or a set of surfaces
when both reflectivity and emissivity of those surfaces arewn. It separates the
radiosity equation’s variables to approximate its solutidhe separation of vari-
ables allows the elimination of the formulation of huge fulatrices and therefore
reduces required storage, as well as computational coitygles compared with

classical approaches. Also, the highly singular natur@@kernel, which results in
great difficulties using classical numerical methods, padesolutely no difficulties

using sinc-convolution. In addition, the new algorithm danreadily adapted for
parallel computation for an even faster computational dp@ée results show that
the developed algorithm clearly reveals the color bleegingnomenon which is a
natural phenomenon not revealed by many other methodse Huksntages should
make real-time photorealistic image production feasible.
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Fast multilevel evaluation of smooth radial basis functgpansionsOren E. Livne
and Grady B. Wright

Abstract.

Radial basis functions (RBFs) are a powerful tool for intéating/approximating
multidimensional scattered data. Notwithstanding, RB&Sepcomputational chal-
lenges, such as the efficient evaluation ofacenter RBF expansion at points. A
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direct summation requiregd(nm) operations. We present a new multilevel method
whose cost is only)((n + m)In(1/5)9), where§ is the desired accuracy ant

is the dimension. The method applies to smooth radial keyreehy., Gaussian,
multiquadric, or inverse multiquadric. We present nunariesults, discuss gen-
eralizations, and compare our method to other fast RBF atialumethods. This
multilevel summation algorithm can be also applied beyoB&#® to discrete inte-
gral transform evaluation, Gaussian filtering and de-bigrof images, and particle
force summation.

Key Words.
radial basis functions, fast multilevel multi-summatiartegral transforms, particle
interaction
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Uniformly convergent difference scheme for singularlytpgved problem of mixed
type.lliya A. Brayanov

Abstract.

A one dimensional singularly perturbed elliptic problenthwdiscontinuous coeffi-
cients is considered. The domain under consideration iitipaed into two sub-
domains. In the first subdomain a convection-diffusiorctiea equation is posed.
In the second one we have a pure reaction-diffusion equalibe problem is dis-
cretized using an inverse-monotone finite volume methodhish®in meshes. We
establish an almost second-order global pointwise coevergthat is uniform with
respect to the perturbation parameter. Numerical expetisrtbat support the theo-
retical results are given.

Key Words.

convection-diffusion problems, singular perturbatiosyraptotic analysis, finite
volume methods, modified upwind approximations, uniformvergence, Shishkin
mesh
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On extremal problems related to inverse balayaggrio Gotz
Dedicated to the memory of Professor Aurel Cornea

Abstract.

Supposé is a body inR?, D C G is compact, ang a unit measure oG. Inverse
balayage refers to the question of whether there exists aun@asupported inside
D such thatp andr produce the same electrostatic field outsigleEstablishing a
duality principle between two extremal problems, it is shawat such an inverse
balayage exists if and only if

sup ¢ inf U(y) — [ UPdpp =0
“jp{ylgz) (y) / u} ;

where the supremum is taken over all unit measwres 0G andU* denotes the
electrostatic potential of. A consequence is that paifs, D) admitting such an

vil



inverse balayage can be characterized pynaean-value principle, namely,

sup h(z) > /h dp > inf h(z)
2€D zeD
for all h harmonic inG and continuous up to the boundary.

In addition, two approaches for the construction of an isgdralayage related to ex-
tremal point methods are presented, and the results anedppproblems concern-
ing the determination of restricted Chebychev constantisartheory of polynomial
approximation.

Key Words.
logarithmic potential, Newtonian potential, balayageeirse balayage, linear opti-
mization, duality, Chebychev constant, extremal problem.
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320 Approximation of the Hilbert transform via use of sinc colutmn. Toshihiro Ya-
mamoto

Abstract.

This paper derives a novel method of approximating the Iilbensform by the use

of sinc convolution. The proposed method may be used to appate the Hilbert
transform over any subinterval of the real lineR = (—o0, o0), which means the
interval " may be a finite or semi-infinite interval, or the entire reaklR. Given

a column vectolf consisting ofm values of a functiorf defined onm sinc points

of ", we obtain a column vectagy = A f whose entries approximate the Hilbert
transform on the same setwf sinc points. The present paper describes an explicit
method for the construction of such a matrax
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sinc methods, Hilbert transform, Cauchy principal valuegmnal
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329 Numerical computation of the eigenvalues for the sphetaigae equation with
accurate error estimation by matrix methogbshinori Miyazaki, Nobuyoshi Asai,
Dongsheng Cai, and Yasuhiko Ikebe

Abstract.

A method to compute the eigenvalues of the spheroidal wawatems is proposed,
as an application of a theorem on eigenvalues of certaisetasf infinite matrices.
The computation of its inverse problem (namely, solvingtaeoparametet? for
given eigenvalug) is likewise given. As a result, precise and explicit errstiraates
are obtained for the approximated eigenvalues.

Key Words.
spheroidal wave equation, eigenvalue, numerical comipataérror estimate, infi-
nite symmetric tridiagonal matrix
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