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HIGH-ORDER FINITE DIFFERENCE SCHEMES AND TOEPLITZ BASED
PRECONDITIONERS FOR ELLIPTIC PROBLEMS∗

STEFANO SERRA CAPIZZANO† AND CRISTINA TABLINO POSSIO‡

Abstract. In this paper we are concerned with the spectral analysis of the sequence of preconditioned matrices

{P−1
n (a, m, k)An(a, m, k)}n,

where An(a, m, k) is the n×n symmetric matrix coming from a high–order Finite Difference discretization of the
problem
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The coefficient function a(x) is assumed to be positive or with a finite number of zeros. The matrix Pn(a, m, k) is a

Toeplitz based preconditioner constructed as D
1/2
n (a, m, k)An(1, m, k)D

1/2
n (a, m, k), where Dn(a, m, k) is the

suitably scaled diagonal part of An(a, m, k). The main result is the proof of the asymptotic clustering around unity
of the eigenvalues of the preconditioned matrices. In addition, the “strength” of the cluster shows some interesting
dependencies on the order k, on the regularity features of a(x) and on the presence of the zeros of a(x). The
multidimensional case is analyzed in depth in a twin paper [38].

Key words. finite differences, Toeplitz and Vandermonde matrices, clustering and preconditioning, ergodic
theorems, spectral distribution.
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1. Introduction. The numerical solution of elliptic boundary value problems is a
classical topic arising from a wide range of applications such as elasticity problems and nu-
clear and petroleum engineering [44]. In these contexts, the coefficient function a(x) can
be continuous or discontinuous, but being strictly positive the ellipticity of the continuous
problem is therefore guaranteed. On the other hand, for the calculation of special functions
or for applications to mathematical biology and mathematical finance, strict ellipticity is lost
and indeed the function a(x) may have isolated zeros generally located at the boundary of
the definition domain. Therefore in the continuous problem, we simply assume that a(x) ≥ 0
(with, at most, a finite number of zeros).

In preceding works [15, 16, 31, 34], we have considered these types of problems by
focusing our attention on the Finite Differences (FD) of minimal order of accuracy. The
resulting symmetric positive definite linear systems are solved by using preconditioned con-
jugate gradient (PCG) algorithms where the chosen preconditioners ensure the “optimality”
of the method [2] and even a “clustering” [43] of the preconditioned spectra around unity
[31].

In this paper we deal with high–order Finite Difference formulae for the approximation
of the given elliptic (or semielliptic) differential problems. The motivation is given by the
increased accuracy when the related solution is sufficiently regular. Nevertheless, the dimin-
ished sparsity of the resulting linear system has been considered an insurmountable obstacle
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for the practical application of these methods. Here by looking at these structured linear sys-
tems from the point of view of their “locally Toeplitzness” [41], we arrive at different ways
to overcome the difficulty represented by the diminished sparsity.

In the following, we study some Toeplitz based preconditioners for matrices An(a,m, k)
coming from a large class of high–order FD discretizations of continuous problems of the
form
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(1.1)

The 2D continuous problem


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(1.2)

where Ω = (0, 1)2 and ν denotes the unit outward normal direction, is also considered, but,
for reasons of notational complexity, the related analysis is reported in a twin paper [38],
where the same efficiency of the proposed preconditioning technique is proved.

More specifically, by setting Pn(a,m, k) = D
1/2
n (a,m, k)An(1,m, k)D

1/2
n (a,m, k),

where Dn(a,m, k) is the suitably scaled diagonal part of An(a,m, k) and An(1,m, k) is
the symmetric positive definite Toeplitz matrix obtained when a(x) ≡ 1, asymptotic expan-
sions concerning the preconditioned matrices P−1

n (a,m, k)An(a,m, k) are derived.
The spectral (distributional) analysis of sequences of matrices

{A−1
n (b,m, k)An(a,m, k)}n, b > 0,

has been performed in [36] by focusing the attention on Szegő–like and Widom–
like ergodic results [19, 45]. Here we analyze in detail the sequence of matrices
{P−1

n (a,m, k)An(a,m, k)}n by showing that it provides a clustering at unity of the related
spectra. Calling h the mesh size of the discretization, the main results can be summarized as
follows. Let a(x) be a strictly positive function.
If a(x) ∈ C2(Ω) then

P−1
n (a,m, k)An(a,m, k)∼S In + A−1

n (1,m, k)[h2Θn(a,m, k) + o(h2)].

If a(x) ∈ C1(Ω) then

P−1
n (a,m, k)An(a,m, k) ∼S In + A−1

n (1,m, k)[O(hωax
(h))Rn(a,m, k) + o(hωax

(h))].

If a(x) ∈ C(Ω) then

P−1
n (a,m, k)An(a,m, k) ∼S In + A−1

n (1,m, k)[O(ωa(h))Rn(a,m, k) + o(ωa(h))].

Here X ∼S Y means that X and Y are similar, ωf (·) denotes the modulus of continuity of
the function f , Θn(a,m, k) and Rn(a,m, k) are bounded matrices with the same pattern as
An(a,m, k) and In denotes the identity matrix.

When we have less regularity and/or a(x) is “sparsely vanishing” (i.e. the Lebesgue
measure of the set of the zeros of a(x) is zero), then the expansion can be restated in the
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following way: for any positive ε there exists a sequence {Dn(ε)}n such that we have
rank(Dn(ε)) ≤ εn for n large enough and

P−1
n (a,m, k)An(a,m, k) ∼S In + A−1

n (1,m, k)[Θn(a,m, k, ε) + Dn(ε)],

with lim
h→0

Θn(a,m, k, ε) = 0.

All of these results are useful in order to understand the asymptotic behaviour of the
PCG techniques when these Toeplitz based preconditioners are applied. Actually, by using
the preceding expansions, we obtain an asymptotic estimate of the number of the eigenvalues
of the preconditioned matrices which are not clustered at unity. Consequently, by virtue of the
Axelsson and Lindskog Theorems [2], we deduce a sufficiently accurate upper bound on the
number of PCG iterations that we need in order to reach the solution within a preassigned ac-
curacy η. In this way the solution of a system with a coefficient matrix given by An(a,m, k)
is reduced to the solution of a few linear systems of diagonal and of band-Toeplitz types.
The existence of very sophisticated numerical procedures for the computation of the solution
of band-Toeplitz linear systems (see [13] and especially [6]) makes the proposed precondi-
tioning techniques very attractive in the considered context of differential boundary value
problems.

Indeed, both theoretical and practical comparisons prove that the new ideas are superior,
especially in a multidimensional case or in a parallel model of computation, with respect to
the classical techniques [1, 8, 22, 26, 27]. In particular the Strang circulant preconditioner
can be singular [8, 17], while the T. Chan circulant preconditioner does not produce a strong
cluster and is not optimal in the sense that the spectral condition number of the related pre-
conditioned sequence goes to infinity as the size n goes to infinity [8]. Therefore, the given
technique is optimal as the Gaussian elimination, but does not suffer from potential insta-
bilities and accumulation of round-off errors which characterize direct methods applied to
ill-conditioned linear systems; we recall that the spectral condition number of An(a,m, k)
grows at least as n2k [36].

However, the motivation of the present analysis becomes much stronger in the multidi-
mensional case [38] for at least three reasons: 1. the Gaussian elimination is no longer optimal
due to the “sparse” bandedness of the involved structures, 2. any preconditioner chosen in a
multilevel matrix algebra (circulants, trigonometric algebras etc.) cannot give a strong cluster
at unity according to recent results of the first author and Tyrtyshnikov [39, 40], 3. the incom-
plete LU factorization preconditioner has a linear cost per iteration, but the number of itera-
tions cannot be bounded from above uniformly with respect to the dimension. Conversely, the
multilevel version [38] of the ideas presented in this paper leads to preconditioning strategy
having the following features:

1. a linear cost per iteration of the related PCG method,
2. a strong cluster at unity and a localization of the spectra in a positive interval inde-

pendent of the dimension and bounded away from zero (at least when the coefficent
a(x) is positive and twice continuously differentiable).

Finally we mention that the theoretical results in the multidimensional context [38] are heav-
ily based on the analysis reported in this paper.

The paper is organized as follows. In §2 we give preliminary results concerning the high–
order FD matrices An(a,m, k) and the Toeplitz matrices An(1,m, k). Section 3 is devoted
to the definition of the proposed Toeplitz based preconditioner and in §4 some numerical ex-
periments are reported to show its practical effectiveness both in the 1D and 2D case. Section
5 is addressed to the theoretical clustering analysis of the preconditioned matrix sequences.
In §6 we study the spectral distribution of the preconditioned matrices and we deal with the
irregular case in which a(x) is assumed L∞(Ω). In §7 we analyze the computational cost
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of the proposed PCG method and we make a direct comparison with the existing literature.
Finally, some concluding remarks in §8 end the paper.

2. High–order FD matrices. In this section we summarize the main structural and
spectral properties of the band matrices associated with high–order FD discretization of the
continuous problem (1.1). Since these matrices reduce to Toeplitz structures in the case where
a(x) is a constant function, some crucial properties of Toeplitz structures are also considered.

It is worthwhile stressing that in our formulae we work with some extra points not be-
longing to Ω = (0, 1). So, for mathematical consistency, we need to define the coefficient
function a(x) over the set Ω∗ = [−ε̃, 1 + ε̃], where ε̃ is some positive quantity. Therefore,
when we write a(x) ∈ Cs(Ω) it is understood that a(x) is simply defined in Ω∗, while the
regularity is required in Ω. The only assumption we have to make is that for each x ∈ Ω∗

min
y∈Ω

a(y) ≤ a(x) ≤ max
y∈Ω

a(y).(2.1)

2.1. High–order FD formulae. In a previous paper [36] we highlighted some general
features of high–order FD formulae for the discretization of the differential operator dk/dxk

by using q equispaced mesh points. Here, we briefly report the essential notations and the
key properties necessary to define and to analyze the arising FD matrices and the proposed
Toeplitz based preconditioner.

As usual, we assume that the discretization of (dku(x)/dxk)|x=xr
with q equispaced

mesh points (q ≥ k + 1) involves m = bq/2c mesh points less than xr, m = bq/2c greater
than xr, plus the point xr if q is odd. More precisely, if q = 2m + 1 the mesh points are
defined as xj = xr + jh, j = −m, . . . ,m, while if q = 2m as xj = xr + (j − 1/2)h,
j = 1, . . . ,m and xj = xr + (j + 1/2)h, j = −m, . . . ,−1.

Let c ∈ IRq be the coefficient vector defining a FD formula that shows an order of
accuracy ν under the assumption of a sufficient regularity of the function u(x), i.e.

(dku(x)/dxk)|x=xr
= h−k

∑

j

cju(xj) + O(hν).

Such a coefficient vector can be obtained as the solution of a Vandermonde-like linear system
[36]. As a consequence, the following statement holds true.

LEMMA 2.1. [36] Let c ∈ IRq be the coefficient vector defining the maximal order FD
formula discretizing dk/dxk by using q (q ≥ k + 1) equispaced mesh points. Then c is
unique and its entries are rational, c is symmetric or antisymmetric with respect to its middle
according to whether the quantity k(mod 2) equals 0 or 1. Finally, the FD formula order of
accuracy ν equals q − k + 1 if k + q is odd and equals q − k if k + q is even.

To obtain symmetric FD matrices, welcome from a computational point of view, we
leave the operator in “divergence form” and we discretize the inner and the outer derivatives
separately. Although the FD discretization process could be performed in a more general
way (refer to [36]), here we limit ourselves to the case where both the inner and the outer
operator are discretized by means of the FD formula of maximal order of accuracy with
respect to q mesh points. It is worthwhile noticing that, owing to the comparison between
the computational cost and the order of accuracy (see Lemma 2.1), we will always consider
q odd when k is even and vice versa.

DEFINITION 2.2. [36] The symbol An(a,m, k), with m = bq/2c, denotes the n × n
symmetric band matrix discretizing the problem (1.1) through the maximal order FD formula
with respect to q (q ≥ k + 1) equispaced mesh points related to the coefficient vector c ∈ IRq

for both the inner and the outer derivatives.
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Hereafter, the relations defining the nonzero lower triangular entries of the generic rth

rows of the symmetric band matrix An(a,m, k) are reported.
Case k odd (q = 2m): As a consequence of Lemma 2.1, we are dealing with an antisym-

metric coefficient vector c = (−cm, . . . , −c1, c1, . . . , cm). Therefore, by Definition 2.2, it
follows that

(An)r,r =

m
∑

j=1

(

a
(

xr−j+1/2

)

+ a
(

xr+j−1/2

))

c2
j ,(2.2)

(An)r,r−p =

m−p
∑

j=1

(

a
(

xr−p−j+1/2

)

+ a
(

xr+j−1/2

))

cjcj+p(2.3)

−

p
∑

j=1

a
(

xr−j+1/2

)

cjcp+1−j , if p = 1, . . . ,m− 1,

(An)r,r−p = −
m
∑

j=p+1−m

a
(

xr−j+1/2

)

cjcp+1−j , if p = m, . . . , 2m− 1.(2.4)

Case k even (q = 2m + 1): As a consequence of Lemma 2.1, we are dealing with a
symmetric coefficient vector c = (cm, . . . , c1, c0, c1, . . . , cm). Therefore, by Definition 2.2,
it follows that

(An)r,r = a(xr)c
2
0 +

m
∑

j=1

(a(xr−j) + a(xr+j))c
2
j ,(2.5)

(An)r,r−p =

m−p
∑

j=1

(a(xr−p−j) + a(xr+j))cjcp+j(2.6)

+

p
∑

j=0

a(xr−j)cjcp−j , if p = 1, . . . ,m− 1,

(An)r,r−p =

m
∑

j=p−m

a(xr−j)cjcp−j , if p = m, . . . , 2m.(2.7)

2.2. The Spectral properties of {An(a,m, k)}n. The spectral properties of the FD
approximation of the continuous problem in (1.1) can be briefly summarized as follows.

THEOREM 2.3. [36] Let Sn×n be the (real) linear space of the n×n symmetric matrices
and let C(Ω) be the (real) linear space of the continuous functions on Ω. Let Gn = {x̃i} be
the set of equispaced samplings of the coefficient function a(x). Let c[i] be a vector of IRn

containing in “its middle” the vector c, defining the maximal order FD formula, suitably
shifted in accordance with i. The matrices An(a,m, k) can be expressed as An(a,m, k) =
∑

i a(x̃i)Qn(c, c, i), with Qn(c, c, i) = c[i]cT [i] being a symmetric nonnegative definite
dyad. As a consequence, for any n, k and m, the operator An(·,m, k) : C(Ω) → Sn×n is
linear and positive, i.e. if a(x) is a nonnegative function then An(a,m, k) is a nonnegative
definite matrix. In addition, the operator is normally positive, i.e. if a(x) is a strictly positive
function then An(a,m, k) is a positive definite matrix.

THEOREM 2.4. [36] Let Gn = {x̃i} be the set of equispaced samplings of the coefficient
function a(x) and let I+(a) = {i : a(x̃i) > 0}. Suppose that the n + q − 1 vectors
{c[i] ∈ IRn : i = 1, . . . , n+q−1} strongly generate IRn, i.e. each subset {c[ik] : 1 ≤ i1 <
i2 · · · < in ≤ n + q − 1} is a basis for IRn. Then rank(An(a,m, k)) = min{n,#I+(a)}.
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Lastly, the following results pertain to the spectral condition number k2(·) of the consid-
ered high–order FD matrices.

THEOREM 2.5. [36] If the coefficient function a(x) is strictly positive then k2(An(a,
m, k)) ∼ k2(An(1,m, k)), while if a(x) ≥ 0 then k2(An(a, m, k)) ≥ cn2k, with c > 0 and
for n large enough. Here we write f ∼ g over the interval I if f and g are nonnegative over
I and there exist two positive universal constants c1 and c2 so that c1g ≤ f ≤ c2g almost
everywhere in I .

2.3. The Toeplitz case {∆n(m, k)}n. When the coefficient function a(x) ≡ 1,
the matrices An(a,m, k) enjoy the Toeplitz structure. Hereafter, each Toeplitz matrix
An(1,m, k) will be denoted by ∆n(m, k).
A key role is played by Toeplitz matrices generated by 2π–periodic integrable functions f
defined on the fundamental interval [−π, π], where the entry along the kth diagonal is given
by the kth Fourier coefficient of f , i.e.

ak =
1

2π

∫ π

−π

f(x)e−ikxdx, i2 = −1, k ∈ Z.

Clearly, if f is real–valued, the quoted definition implies that a−k = ak so that the Toeplitz
matrices are Hermitian for any value of the dimension n.

THEOREM 2.6. [36] The matrices ∆n(m, k) are Toeplitz matrices generated by the non-
negative real–valued polynomial pw(x) = |pc(x)|2, x ∈ [−π, π], where pc is the polynomial
related to the maximal order FD formula coefficient vector c for the discretization of the
operator dk/dxk, defined as

pc(x) =

{

∑m
j=−m cje

ijx, if q = 2m + 1,
∑−1

j=−m cje
ijx +

∑m
j=1 cje

i(j−1)x, if q = 2m.
(2.8)

Therefore, the matrices ∆n(m, k) are symmetric positive definite for any value of the dimen-
sion n and the related spectral condition number is asymptotically greater than cn2k, with c
a positive universal constant.

Lastly, it can be easily verified [34] that the polynomial pw(x) = w0 +

2
∑q−1

j=1 wj cos(jx), with degree q − 1 ≥ k with respect to the cosine expansion, can be
written as

pw(x) =

{

22k sin2k(x/2), if q = k + 1,

22k sin2k(x/2) · gq,k(x), if q > k + 1,
(2.9)

where gq,k(0) > 0; that is, x = 0 is always a zero of exactly order 2k. Therefore, we
deduce that the maximal order of the zeros of pw(x) is 2s = 2k for 2k ≥ q − 1 and is
2s ∈ [2k, 2(q − 1) − 2k] for 2k < q − 1. This property is used for analyzing the clustering
properties of the proposed Toeplitz based preconditioning matrix sequence (refer to §5).

3. The Toeplitz based preconditioners. Our goal with respect to the preconditioning
problem in the conjugate gradient method is stated in the following definition.

DEFINITION 3.1. [1] Let {An}n and {Pn}n be two sequences of n× n positive definite
Hermitian matrices. The sequence {Pn}n is an optimal sequence of preconditioners for the
sequence {An}n if for any n all the eigenvalues of P−1

n An belong to a bounded interval
[d1, d2], with di positive universal constants independent of n.

The same attention must be paid to the clustering properties [42] of the preconditioned
matrix sequence {P−1

n An}n, where An, Pn ∈ ICn×n. Clearly, if {An}n and {Pn}n are



ETNA
Kent State University 
etna@mcs.kent.edu

S. Serra Capizzano and C. Tablino Possio 61

Hermitian and {Pn}n are positive definite, then the following clustering properties are in the
sense of the eigenvalues.

Let us denote by || · ||F the Frobenius norm, i.e. the Euclidean norm of the n-dimensional
vector formed by the n singular values (refer to [4, Bhatia, p. 92]). The following propositions
can be easily obtained as a consequence of Tyrtyshnikov’s results [43].

PROPOSITION 3.2. [Strong Clustering Property] If there exists a sequence {Dn}n,
where Dn ∈ ICn×n, so that ‖An − Pn − Dn‖

2
F = O(1), with rank(Dn) = O(1) and the

minimal singular value of Pn is greater than a fixed constant δ > 0, then for any ε > 0 all
the singular values of P−1

n (An − Pn) belong to [0, ε) except for No(ε, n) = O(1) outliers.
PROPOSITION 3.3. [Weak Clustering Property] If there exists a sequence {Dn}n, where

Dn ∈ ICn×n, so that ‖An − Pn − Dn‖
2
F = o(n), with rank(Dn) = o(n) and the minimal

singular value of Pn is greater than a fixed constant δ > 0, then for any ε > 0 all the singular
values of P−1

n (An − Pn) belong to [0, ε) except for No(ε, n) = o(n) outliers.
Separate mention has to be made of the following limit case.
DEFINITION 3.4. [Weakest Strong Clustering Property] If the matrix sequence

{P−1
n (An − Pn)}n satisfies the Strong Clustering Property, but the quantity No(ε, n) goes

to infinity as n goes to infinity and ε goes to zero, then we say that {P−1
n (An −Pn)}n shows

the Weakest Strong Clustering Property. More precisely, this case occurs if for any Cε > 0
such that No(ε, n) ≤ Cε holds definitely, then the relation supε Cε = ∞ holds true.

Notice that the case where supε Cε = C ∈ IR+ is characterized by a “true superlinear”
behaviour of the PCG method, meaning that for n going to infinity, the number of the itera-
tions decreases to a value close to dCe. When the Weakest Strong Clustering is obtained, then
the PCG method is optimal [2] in the sense that we generally observe a number of iterations
which is constant with respect to n (this behaviour also characterizes the case where all the
eigenvalues belong to a fixed interval bounded away from zero). Compare [35] and [31, 36],
to see these different behaviours.

Finally, it is worthwhile stressing that the assumption on the minimal singular value of
Pn being greater than a fixed constant is necessary and cannot be removed [34]. Moreover, it
can be easily verified that the minimal singular value of a sequence of matrices discretizing
in a consistent way differential operators must tend to zero as n tends to infinity [9, 23]. This
fact justifies the following definition.

DEFINITION 3.5. [31, 34] A sequence of matrices {Xn}n, where Xn ∈ ICn×n, is said
to be sparsely vanishing if there exists a nonnegative function x(s) with lims→0 x(s) = 0 so
that for any ε > 0 there exists nε ∈ IN such that for any n ≥ nε

1

n
#{i : σi(Xn) ≤ ε} ≤ x(ε),

where {σi(Xn)}, i = 1, . . . , n, denotes the complete set of the singular values of Xn.

In fact, if the matrix sequence {Pn}n is sparsely vanishing according to Definition 3.5
then the Weak Clustering Property can be obtained again.

LEMMA 3.6. [31, 34] Consider two sequences {An}n and {Pn}n, where An, Pn ∈
ICn×n. If the sequence {Pn}n is sparsely vanishing (with Pn nonsingular at least definitely)
and if there exists a sequence {Dn}n, where Dn ∈ ICn×n, so that limn→∞ ‖An − Pn −
Dn‖2 = 0 with rank(Dn) ≤ εn, then the Weak Clustering Property holds.

In a previous paper [36] we proved that the Toeplitz sequence {∆n(m, k)}n is an optimal
preconditioning sequence according to Definition 3.1 for the sequence {An(a,m, k)}n with
respect to the case of any strictly positive coefficient function a(x). Hereafter, we want to
introduce a special improvement of Toeplitz based preconditioners also giving truly effective
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results in the degenerate elliptic case. This preconditioning sequence can be constructed by
coupling the previously considered Toeplitz sequence {∆n(m, k)}n with the sequence of the
suitably scaled main diagonal of the matrices An(a,m, k), the aim being to introduce more
informative content from the original linear system into the preconditioner, while keeping the
additional computational cost as low as possible. More precisely, for any fixed n, we consider
as a preconditioner the matrix

Pn(a,m, k) = D1/2
n (a,m, k)∆n(m, k)D1/2

n (a,m, k),

where Dn(a,m, k) = ∆−1diag(An(a,m, k)), with ∆ > 0 being the main diagonal entry
of the positive definite Toeplitz matrix ∆n(m, k), so that, for the limit case of a(x) ≡ 1, we
obtain Dn(a,m, k) = In and Pn(a,m, k) = An(1,m, k) = ∆n(m, k).

PROPOSITION 3.7. If a(x) is a strictly positive function then, for any dimension n, the
preconditioner Pn(a,m, k) is a well-defined symmetric positive definite matrix. The same
holds true, at least for n large enough, in the case where a(x) is a nonnegative function with
a finite number of zeros.

Proof. By recalling relations in (2.2) and (2.5) respectively, the entries of the main di-
agonal of An(a,m, k) are a positive linear combination of samplings of the function a(x)
at equispaced mesh points. So, if a(x) shows at most a finite number of zeros, each entry
is positive for a mesh spacing fine enough and, therefore, D

1/2
n (a,m, k) is a well-defined

positive definite diagonal matrix. Now, the positive definiteness of the matrix Pn(a,m, k) is
easily proved by defining the vector y = D

1/2
n (a,m, k)x 6= 0 for each x 6= 0. In fact, we

have

λmin(Pn(a,m, k)) = min
x6=0

xT Pn(a,m, k)x

xT x
= min

y 6=0

yT ∆n(m, k)y

yT D−1
n (a,m, k)y

> 0,

since both D−1
n (a,m, k) and ∆n(m, k) are positive definite.

4. Numerical experiments. Before giving a rigorous spectral analysis of the precon-
ditioned matrix sequences and before proving optimality and clustering features of our PCG
method, we present several numerical experiments both in 1D and 2D cases that motivated
our subsequent work. Therefore, in the following two subsections we considered some cases
in which problems (1.1) and (1.2) are strictly elliptic (inf a > 0), semielliptic (inf a = 0),
with regular (a ∈ C2(Ω)) and irregular weight function (a(x) piecewise regular, with a
countably infinite number of discontinuity points, a ∈ L1(Ω) with zeros and/or poles). The
information that we get from all the tables both in the 1D and 2D cases is that the eigenval-
ues of the preconditioned matrix P−1

n (a,m, k)An(a,m, k) are clustered at unity and that the
resulting PCG method is optimal at least when a is regular.

4.1. 1D Case. In tables 4.1–4.3 we report the number of PCG iterations required
to obtain ||r||2/||b||2 ≤ 10−7 when the data vector is made up of all ones with respect to
increasing matrix dimensions. The test functions a(x) are listed in the first column, the
preconditioners are denoted in the heading by P = Pn(a,m, k), ∆ = ∆n(m, k) and D =
Dn(a,m, k); the pair (k,m) varies among (1, 2), (1, 3) and (2, 2). We observe that in some
definition domains we specify a(x) for x outside [0, 1] according to relation (2.1) and this
is necessary in order to manage the extra points. Some additional numerical evidences can
be found in [37]. With respect to the preconditioner Dn(a,m, k) only the case n = 100 is
reported since a number of iteration at least equal to the matrix dimension n is in general
required in order to reach the convergence. In addition, the notation ’—’ means that no
convergence is reached in 1000 PCG iterations.
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TABLE 4.1
Number of PCG iterations - 1D case, k = 1, m = 2.

n
a(x) 100 200 300 400 500 600

P ∆ D P ∆ P ∆ P ∆ P ∆ P ∆
1 + x 3 11 101 3 11 3 11 3 11 3 11 3 11

exp(x) 3 14 102 3 14 3 14 3 15 3 15 3 15

sin2(7x) + 1 8 12 101 8 12 8 12 8 12 8 12 8 12

x 6 59 102 7 86 7 107 7 124 7 140 7 153

x2 4 132 103 4 281 4 433 4 587 4 742 4 896

x4 9 582 103 10 — 10 — 10 — 10 — 11 —

|x− 1
2
|+ 1

2
4 11 50 4 11 4 11 4 11 4 11 4 11

|x− 1
2
| 8 39 50 8 57 8 70 9 81 9 91 9 100

1 +
√

x if x≥0 4 11 101 4 11 4 12 4 12 4 12 4 12
1 if x<0
exp(x) if x≤2

3
5 11 102 5 11 5 11 6 11 6 11 6 12

2− x if x>2
3

⌈

1√
x

⌉

if x>0 9 12 101 10 15 11 17 11 18 13 19 13 20

1 if x≤0
d 1

x e
1+d 1

x e
if x>0 7 8 101 8 9 8 9 9 9 9 9 9 9

1 if x≤0
xd 1

x e
1+d 1

x e
if x>0 8 50 102 9 72 10 89 10 103 11 115 11 126

0 if x≤0

In Tables 4.4 and 4.5 we give evidence of the number of outliers with respect to a cluster
at unity with radius δ = 0.1; specifically, we count the total number of the eigenvalues of
P−1

n (a,m, k)An(a,m, k) not belonging to (1− δ, 1+ δ), the related percentage with respect
to the matrix dimension, and the number of outliers less then 1 − δ (the latter quantity is
reported in brackets).

4.1.1. Convergence remarks. Some remarks are needed. In Tables 4.1–4.3, the ob-
served number of PCG iterations is constant with respect to increasing matrix dimensions
when the preconditioner is ∆n(m, k) or Pn(a,m, k) and the coefficient function a(x) is
strictly positive. This independence with regard to n fully agrees with the spectral analysis
of {∆−1

n (m, k)An(a,m, k)}n given in [36] and the spectral clustering theorems that will be
proved in §5 for the sequence {P−1

n (a,m, k)An(a,m, k)}n. When the coefficient function
a(x) has zeros, it is immediatly observed that the only working preconditioner of the three
under consideration is Pn(a,m, k). In this case, as shown in Tables 4.4 and 4.5, the number
of outlying eigenvalues grows very slowly (only logarithmically with n).

The presence of jumps or discontinuities of a(x) or of its derivatives up to the first
order, does not spoil the performances of the associated PCG methods when ∆n(m, k) or
Pn(a,m, k) are used as preconditioners (see [31] for more details on this). The case of
highly oscillating coefficient function a(x) slightly deteriorates the performance of the sec-
ond preconditioner Pn(a,m, k) and indeed the simpler preconditioner ∆n(m, k) performs
as well as Pn(a,m, k). This is obvious since the matrix Dn(a,m, k) (the diagonal part of
An(a,m, k)) is given by an equispaced sampling of a(x). Therefore, Dn(a,m, k) cannot
be in general a faithful representation of a(x) when a(x) oscillates too much with regard to
the grid parameter h. This phenomenon was also noticed in [16, 31] with regard to similar
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TABLE 4.2
Number of PCG iterations - 1D case, k = 1, m = 3.

n
a(x) 100 200 300 400 500 600

P ∆ D P ∆ P ∆ P ∆ P ∆ P ∆
1 + x 3 11 106 3 11 3 11 3 11 3 11 3 11

exp(x) 3 14 106 3 14 3 15 3 15 3 15 3 15

sin2(7x) + 1 8 12 106 8 12 8 12 8 12 8 12 8 12

x 6 60 107 7 86 7 107 7 124 7 140 7 154

x2 4 132 108 4 282 4 433 4 588 4 742 4 896

x4 9 583 108 9 — 10 — 10 — 10 — 10 —

|x− 1
2
|+ 1

2
4 11 51 4 11 4 11 4 11 4 11 4 11

|x− 1
2
| 8 39 51 8 57 8 70 9 81 9 91 9 100

1 +
√

x if x≥0 4 11 106 4 11 4 12 4 12 4 12 4 12
1 if x<0
exp(x) if x≤2

3
5 11 106 6 11 6 11 6 11 6 11 6 12

2− x if x>2
3

⌈

1√
x

⌉

if x>0 9 12 105 10 15 11 17 11 18 13 19 13 20

1 if x≤0
d 1

x e
1+d 1

x e
if x>0 7 8 106 8 8 8 9 9 9 9 9 9 9

1 if x≤0
xd 1

x e
1+d 1

x e
if x>0 8 50 107 9 72 10 89 10 103 11 115 11 126

0 if x≤0

TABLE 4.3
Number of PCG iterations - 1D case, k = 2, m = 2.

n
a(x) 100 200 300 400 500 600

P ∆ D P ∆ P ∆ P ∆ P ∆ P ∆
1 + x 4 13 399 4 13 4 13 4 13 4 13 4 13

exp(x) 4 16 398 4 17 4 17 4 17 4 17 4 17

sin2(7x) + 1 13 14 401 13 14 13 14 13 14 13 14 13 14

x 10 67 429 10 100 11 124 11 146 12 165 12 182

x2 10 143 432 11 302 11 468 11 638 12 831 12 —

x4 6 809 446 6 — 6 — 6 — 6 — 6 —

|x− 1
2
|+ 1

2
6 13 183 7 14 7 14 7 14 8 14 9 14

|x− 1
2
| 15 43 184 17 65 23 96 22 96 26 109 29 120

1 +
√

x if x≥0 6 13 387 6 14 6 14 6 14 6 15 6 15
1 if x<0
exp(x) if x≤2

3
10 13 394 13 13 15 14 15 14 17 14 18 14

2− x if x>2
3

⌈

1√
x

⌉

if x>0 21 16 406 31 20 48 22 56 26 77 28 94 30

1 if x≤0
d 1

x e
1+d 1

x e
if x>0 14 11 388 23 11 29 11 38 12 65 12 68 12

1 if x≤0
xd 1

x e
1+d 1

x e
if x>0 18 57 430 27 83 48 103 63 120 74 136 89 150

0 if x≤0
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TABLE 4.4
Number of outliers - 1D case, k = 1, m = 1, 2, 3.

n
a(x) 75 150 300 600

1 + x 0 0 0 0

exp(x) 0 0 0 0

sin2(7x) + 1 4 (2) 4 (2) 4 (2) 4 (2)
5.3% 2.6% 1.3% 0.6%

x 2 (2) 2 (2) 3 (3) 3 (3)
2.6% 1.3% 1% 0.5%

x2 0 0 0 0

x4 6 (1) 7 (1) 8 (1) 9 (1)
8% 4.6% 2.6% 1.5%

∣

∣x− 1
2

∣

∣+ 1
2

1 1 1 1
1.3% 0.6% 0.3% 0.1%

∣

∣x− 1
2

∣

∣ 5 (4) 6 (5) 6 (5) 6 (5)
6.6% 4% 2% 1%

1 +
√

x if x ≥ 0, 1 if x < 0 0 0 0 0

exp(x) if x ≤ 2
3

, 2− x if x > 2
3

2 (1) 2 (1) 2 (1) 2 (1)
2.6% 1.3% 0.6% 0.3%

⌈

1/
√

x
⌉

if x > 0, 1 if x ≤ 0 5 (2) 6 (2) 8 (3) 10 (4)
6.6% 4% 2.6% 1.6%

⌈

1
x

⌉

/
(

1 +
⌈

1
x

⌉)

if x > 0, 1 if x ≤ 0 2 (1) 3 (1) 4 (2) 5 (2)
2.6% 2% 1.3% 0.8%

x
⌈

1
x

⌉

/
(

1 +
⌈

1
x

⌉)

if x > 0, 0 if x ≤ 0 4 (3) 4 (3) 6 (4) 7 (5)
5.3% 2.6% 2% 1.1%

problems where (k,m) = (1, 1).

4.1.2. Spectral remarks. Figures 4.1 and 4.2 represent the spectra of An(a,m, k) and
of the two preconditioned matrices, with preconditioners ∆n(m, k) or Pn(a,m, k) respec-
tively, for a(x) = exp(x) and a(x) = x in the case n = 300. The clustering properties
of {P−1

n (a,m, k)An(a,m, k)}n are impressive as well as the fact that the preconditioner
∆n(m, k) “removes” all the small eigenvalues of An(a,m, k) if and only if the function a(x)
does not vanish.

4.1.3. Further observations. A further remark concerns the polynomial pw ≡ pq(m),k,
q(m) = 2m + 1 associated in the Toeplitz sense to ∆n(m, k). For k = 1 and m = 1, 2, 3 in
Figure 4.3.a, we observe that x = 0 is the unique zero of order two (the order of the zero at
x = 0 was predicted in (2.9)). Moreover, for k = 2 and m = 1, 2 in Figure 4.3.b, we observe
that x = 0 is the unique zero of order four (the order of the zero at x = 0 was predicted in
(2.9)).

Now define the quantity

α(q(m), k) = max
x

pq(m),k(x).

We notice that, for k = 1, 2, the numerical experiments tell us that α(q(m), k) is an in-
creasing function of m. In addition, due to the Locally Toeplitz structure [41] of the se-
quence {An(a,m, k)}n, we have that the eigenvalues distribute as a(x)pq(m),k(y) over
[0, 1]× [−π, π] in the sense that, for any real–valued continuous function with bounded sup-
port F ∈ C(IR), the asymptotic formula

lim
n→∞

1

n

n
∑

i=1

F (λi(An(a,m, k))) =
1

2π

∫ π

−π

∫ 1

0

F (a(x)pq(m),k(y))dxdy(4.1)
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TABLE 4.5
Number of Outliers - 1D case, k = 2, m = 2.

n
a(x) 75 150 300 600

1 + x 0 0 0 0

exp(x) 0 0 0 0

sin2(7x) + 1 8 (4) 8 (4) 8 (4) 8 (4)
10.6% 5.3% 2.6% 1.3%

x 4 (4) 5 (5) 6 (6) 7 (7)
5.3% 3.3% 2% 1.1%

x2 5 (5) 6 (6) 7 (7) 8 (8)
6.6% 4% 2.3% 1.3%

x4 1 1 1 1
1.3% 0.6% 0.3% 0.16%

|x− 1
2
|+ 1

2
3 (1) 3 (1) 3 (1) 3 (1)
4% 2% 1% 0.5%

|x− 1
2
| 9 (7) 10 (8) 12 (10) 14 (12)

12% 6.6% 4% 2.3%
1 +

√
x if x ≥ 0, 1 if x < 0 0 0 0 0

exp(x) if x ≤ 2
3

, 2− x if x > 2
3

4 (2) 4 (2) 4 (2) 4 (2)
5.3% 2.6% 1.3% 0.6%

⌈

1/
√

x
⌉

if x > 0, 1 if x ≤ 0 9 (5) 12 (6) 16 (8) 21 (11)
12% 8% 5.3% 3.5%

⌈

1
x

⌉

/
(

1 +
⌈

1
x

⌉)

if x > 0, 1 if x ≤ 0 7 (4) 10 (5) 13 (7) 17 (9)
9.3% 6.6% 4.3% 2.8%

x
⌈

1
x

⌉

/
(

1 +
⌈

1
x

⌉)

if x > 0, 0 if x ≤ 0 10 (7) 14 (9) 17 (11) 21 (13)
13.3% 9.3% 5.6% 3.5%

FIG. 4.1. Complete sets of the ordered eigenvalues of A = An(a, m, k), T = ∆−1
n (m, k)An(a, m, k) and

P = P−1
n (a, m, k)An(a, m, k) for n = 300, k = 1, m = 3, and k = 2, m = 2, a(x) = exp(x).

holds true. Therefore, owing to (4.1) and Theorem 2.3, a simple verification is that

lim
n→∞

λmax(An(a,m, k)) = α(q(m), k) ·max
x

a(x).

Moreover, with a monotonicity argument, it follows that

λmin(An(a,m, k)) ≥ min
x

a(x) · λmin(An(1,m, k)),
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FIG. 4.2. Complete sets of the ordered eigenvalues of A = An(a, m, k), T = ∆−1
n (m, k)An(a, m, k) and

P = P−1
n (a, m, k)An(a, m, k) for n = 300, k = 1, m = 3, and k = 2, m = 2, a(x) = x.

FIG. 4.3. Polynomials pq,k(x) for k = 1, m = 1, 2, 3 and for k = 2, m = 1, 2 with x ∈ [−π, π].
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TABLE 4.6
Number of PCG iterations - 2D case, k = 2, m = 1.

n1 = n2
10 20 30

a(x, y) D ∆ P D ∆ P D ∆ P
1 + x + y 49 13 3 171 14 4 367 14 4

exp(x + y) 49 19 3 172 22 3 365 24 4

sin2(7(x + y)) + 1 50 10 11 172 11 13 367 12 14

x + y 51 22 5 177 34 5 373 43 5

(x + y)2 52 41 5 179 95 5 381 148 6

(x + y)4 53 88 4 181 444 4 386 – 4

|x− 1
2
|+ |y − 1

2
|+ 1

2
15 10 5 61 13 6 126 14 7

|x− 1
2
|+ |y − 1

2
| 15 14 7 60 25 9 125 33 11

1 +
√

x + y if x + y ≥ 0 49 9 4 171 10 4 366 11 4
1 if x + y < 0
exp(x + y) if x + y≤2

3
51 23 7 175 35 10 379 42 12

2− (x + y) if x + y>2
3

⌈

1√
x

⌉

+

⌈

1√
y

⌉

if x, y>0 52 11 10 180 15 14 379 18 20

1 if x or y≤0

d 1

x e
1+d 1

x e
+

⌈

1

y

⌉

1+
⌈

1

y

⌉ if x, y>0 49 8 7 172 10 9 369 10 11

1 if x or y≤0

(x + y)

(

d 1

x e
1+d 1

x e
+

⌈

1

y

⌉

1+
⌈

1

y

⌉

)

50 18 7 176 25 9 371 31 11

if x, y>0; 1 if x or y≤0

exp(
d 1

x e
(1.+d 1

x e)
)

⌈

1√
y

⌉

+ y if x, y>0 72 13 11 261 19 17 554 24 24

1 if x or y≤0

where λmin(An(1,m, k)) = ckp
(2k)
q(m),k(0)n−2k(1 + o(1)), with ck a positive constant in-

dependent of m and n (see [24, 29]). However, pq(m),k(x) = x2k + O(x2k+ν), where
ν = ν(m, k) is the accuracy of the FD formula reported in Lemma 2.1, and then we de-
duce that p

(2k)
q(m),k(0) = (2k)!, which depends on k but is independent of m (refer to [36]).

Consequently, for a fixed value of k ∈ {1, 2}, the conditioning of the sequence of matrices
{An(a,m, k)}n worsens as m increases. This is a theoretical explanation of the fact that the
number of iterations of the PCG increases with m when the simple diagonal preconditioner
Dn(a,m, k) is used and in fact for k ≥ 1 and m ≥ 2, n iterations are not sufficient for the
convergence when the diagonal preconditioning is applied.

On the other hand, when the Toeplitz preconditioner ∆n(m, k) is used, the eigenvalues
of the related preconditioned matrices behave as the function a(x) in the sense that for any
real–valued continuous function with bounded support F ∈ C(IR), we have [36]

lim
n→∞

1

n

n
∑

i=1

F
(

λi(∆
−1
n (m, k)An(a,m, k))

)

=

∫ 1

0

F (a(x))dx.

Therefore, the dependency on pq(m),k is completely lost and this explains why, for fixed a(x)
and by varying the parameters m and k, we have substantial stability in the number of the
PCG iterations when the preconditioners ∆n(m, k) and Pn(a,m, k) are used.
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TABLE 4.7
Number of Outliers - 2D case, k = 2, m = 1.

n1 = n2
a(x, y) 10 20 30
1 + x + y 0 0 0

exp(x + y) 0 0 0

sin2(7(x + y)) + 1 24 (12) 51 (23) 64 (28)
24% 12.75% 7.1%

x + y 0 0 0

(x + y)2 0 0 0

(x + y)4 0 0 0

|x− 1
2
|+ |y − 1

2
|+ 1

2
4 5 (1) 7 (1)

4% 1.25% 0.7%
|x− 1

2
|+ |y − 1

2
| 7 (1) 15 (4) 23 (7)

7% 3.75% 2.5%
1 +

√
x + y if x + y ≥ 0 0 0 0

1 if x + y < 0
exp(x + y) if x + y ≤ 2

3
5 (3) 11 (6) 15 (8)

2− (x + y) if x + y > 2
3

5% 2.75% 1.6%
⌈

1√
x

⌉

+

⌈

1√
y

⌉

if x, y > 0 11 (8) 32 (24) 56 (34)

1 if x or y ≤ 0 11% 8% 6.2%

d 1

x e
1+d 1

x e
+

⌈

1

y

⌉

1+
⌈

1

y

⌉ if x, y > 0 5 (5) 11 (10) 23 (18)

1 if x or y ≤ 0 5% 2.75% 2.5%

(x + y)

(

d 1

x e
1+d 1

x e
+

⌈

1

y

⌉

1+
⌈

1

y

⌉

)

if x, y > 0 4 (1) 14 (6) 21 (7)

1 if x or y ≤ 0 4% 3.5% 2.3%

exp(
⌈

1
x

⌉

/(1. +
⌈

1
x

⌉

))

⌈

1√
y

⌉

+ y if x, y > 0 11 (9) 36 (26) 56 (34)

1 if x or y ≤ 0 11% 9% 6.2%

4.2. 2D Case. Here we consider a set of numerical tests for the numerical solution
of problem (1.2) where k = 2 and where each derivative in the x direction is discretized by
a FD formula of order of accuracy 2 (m1 = m = 1) and each derivative in the y direction
is discretized by a FD formula of order 2 of accuracy (m2 = m = 1). By ordering the
unknowns in the classical manner, the obtained coefficient matrix denoted by An(a,m, k) is
a two level matrix of external dimension n2 × n2 where each block has dimension n1 × n1

so that the global size is N(n) × N(n) with N(n) = n1n2 and n1 ∼ n2. Moreover, by
the structure of each discretizing formula we deduce that the matrix An(a,m, k) is banded at
each level.

In Table 4.6 we report the number of PCG iterations where n1 = n2, with the test
functions a(x, y) listed in the first column and the preconditioners given in the heading. The
data vector b is made up of all ones. In Table 4.7 we give the total number of outliers with
respect to a cluster at unity with radius δ = 0.1, the related percentage and the number of
outliers less then 1− δ.

It is interesting that the only noteworthy remark is that there are no new phenomena when
comparing to the 1D case, so that the remarks given in 4.1.1 and 4.1.2 can be repeated almost
verbatim in the present 2D case.

In conclusion, we observe that the results recorded in the tables as well as the displayed
figures give evidence of the goodness of the proposed approach so that in the following sec-
tions we are motivated to derive a structural and spectral analysis of the preconditioned matrix
sequences in order to explain the observed numerical behaviour.
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Since the analysis is rather technical, only the 1D case is reported in detail here. The
multidimensional case is analyzed in [38] and is heavily based on the results of §5 and §6.
Consequently, the contribution of this paper is also aimed at creating the necessary tools in
order to manipulate the same kind of problems in a higher dimensional setting in a simple
way.

5. The clustering properties of the Toeplitz based preconditioner. In order to an-
alyze in depth the asymptotic spectral properties of the sequence of preconditioned matrices
{P−1

n (a,m, k)An(a,m, k)}n, it is better to formulate the problem by taking into account the
following Lemma.

LEMMA 5.1. The preconditioned matrix P−1
n (a,m, k)An(a,m, k) is similar to the ma-

trix ∆−1
n (m, k)A∗

n(a,m, k), where A∗
n(a,m, k) is the symmetric positive definite matrix de-

fined as

A∗
n(a,m, k)=D−1/2

n (a,m, k)An(a,m, k)D−1/2
n (a,m, k),

under the assumption that a(x) possesses at most a finite number of zeros and n is large
enough.

Proof. The positive definiteness of the matrix A∗
n(a,m, k) can be proved in the same

manner as in Proposition 3.7, by recalling that An(a,m, k) is positive definite by virtue of
Theorems 2.3 and 2.4. The matrix defining the similarity property can clearly be chosen as
D

1/2
n (a,m, k).

The computational problem of solving a linear system with matrix An(a,m, k) is now
reduced to the solution of a linear system with a coefficient matrix given by A∗

n(a,m, k). In
the following we will show that the latter matrix for large n can be written as the Toeplitz
matrix ∆n(m, k) plus terms of infinitesimal spectral norm. We point out that this fact is
essentially based on the asymptotic expansion of the entries of the matrices An(a,m, k) given
in Appendix A. Finally, the clustering properties proved in the following are a consequence of
the asymptotic expansion of A∗

n(a,m, k) and of the second order results reported in Appendix
B.

5.1. The strictly elliptic case.

5.1.1. Asymptotic expansion of preconditioned matrices.
Starting from the asymptotic expansion of the matrices A∗

n(a,m, k) defined in Propo-
sition 5.2, we obtain an interesting asymptotic expansion for the preconditioned matrices.

PROPOSITION 5.2. If the coefficient function a(x) is strictly positive and belongs to
C2(Ω), then the matrices A∗

n(a,m, k) can be expanded as

A∗
n(a,m, k) = ∆n(m, k) + h2Θn(a,m, k) + o(h2)En(a,m, k),

where Θn(a,m, k) and En(a,m, k) are bounded symmetric band matrices. If a(x) be-
longs to C1(Ω) then A∗

n(a,m, k) = ∆n(m, k) + Θn(a,m, k), where Θn(a,m, k) is a
band matrix whose elements are O(hωax

(h)). Finally, if a(x) belongs to C(Ω) then
A∗

n(a,m, k) = ∆n(m, k) + Θn(a,m, k), where Θn(a,m, k) is a band matrix whose ele-
ments are O(ωa(h)). Here the matrices Θn(a,m, k) and En(a,m, k) always possess the
same bandwidth as ∆n(m, k) and ωf (·) denotes the modulus of continuity of the function f .

Proof. It is enough to consider the nonzero coefficients of the lower triangular part of
A∗

n(a,m, k) due to the symmetry property. Let ∆ be the constant entry along the main
diagonal and let ∆r−p be the constant entry along the pth subdiagonal in the Toeplitz matrix
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∆n(m, k). The coefficients (A∗
n)r,r−p are defined as

(A∗
n)r,r−p = ∆

(An)r,r−p
√

(An)r,r(An)r−p,r−p

.

Clearly, for p = 0, we have (A∗
n)r,r−p = ∆, so that (Θn)r,r = (En)r,r = 0.

Case k odd: According to Proposition A.1 and to the assumption of the strictly positive-
ness of the function coefficient a(x), we can also prove that, for each p = 1, . . . , 2m− 1,

(A∗
n)r,r−p =

∆

(

a
r−

p
2

∆r−p+h2a
xx,r−

p
2

δp+o(h2)

)

√

(

a
r−

p
2

∆+ha
x,r−

p
2

βp+h2a
xx,r−

p
2

γp+o(h2)

)(

a
r−

p
2

∆−ha
x,r−

p
2

βp+h2a
xx,r−

p
2

γp+o(h2)

)

=
∆r−p

(

1+h2a
xx,r−

p
2

δ∗p

)

+o(h2)

√

(

1+ha
x,r−

p
2

β∗p+h2a
xx,r−

p
2

γ∗p+o(h2)

)(

1−ha
x,r−

p
2

β∗p+h2a
xx,r−

p
2

γ∗p+o(h2)

)

=
∆r−p

(

1+h2a
xx,r−

p
2

δ∗p

)

+o(h2)

√

1+

(

2a
xx,r−

p
2

γ∗p−(β∗p)2a2

x,r−
p
2

)

h2+o(h2)

= ∆r−p +
(

δ∗paxx,r−p/2 −∆r−p

(

2axx,r− p
2

γ∗p − a2
x,r− p

2

(β∗p)2
)

/2
)

h2 + o(h2),

so that

(Θn)r,r−p = δ∗paxx,r−p/2 −∆r−p

(

2axx,r−p/2γ
∗
p − a2

x,r−p/2(β
∗
p)2
)

/2,

and the claimed thesis follows.
Case k even (q = 2m): Since the same type of asymptotic expansions holds true by

virtue of the Proposition A.2, the thesis follows in the same manner where

(Θn)r,r−p = δ̃∗paxx,r−p/2 −∆r−p

(

2axx,r−p/2γ̃
∗
p − a2

x,r−p/2(β̃
∗
p)2
)

/2.

When the function a(x) has less regularity, the claimed thesis is an easy consequence
of the preceding steps where the Taylor expansions are halted according to the regularity of
a(x).

5.1.2. Clustering properties of preconditioned matrices. We start with the follow-
ing preliminary clustering result.

THEOREM 5.3. If the coefficient function a(x) is strictly positive and belongs to C(Ω),
then for any ε > 0 all the eigenvalues of the preconditioned matrix P−1

n (a,m, k) An(a,m, k)
lie in the open interval (1− ε, 1 + ε) except for o(n) outliers [Weak Clustering Property].

Proof. Due to the similarity between P−1
n (a,m, k)An(a,m, k) and ∆−1

n (m, k)A∗
n(a,

m, k), we can analyze the spectra of the latter. By virtue of Proposition B.1 and Theorem 2.6,
the sequence {∆n(m, k)}n is sparsely vanishing and the considered matrices are nonsingular
for any n. Therefore, by recalling Proposition 5.2 and setting Dn ≡ 0 for any n, Lemma 3.6
applies, so that the claimed thesis follows.

Moreover, the spectral analysis of the preconditioned matrix sequence {P−1
n (a,m,

k)An(a,m, k)}n can be improved in the case of a coefficient function a(x) belonging to
C2(Ω), with respect to the optimality and the clustering properties.
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THEOREM 5.4. If k = 1, the coefficient function a(x) is strictly positive and belongs
to C2(Ω) and if the maximal order of the zeros of the related Toeplitz generating polyno-
mial pw(x) = |pc(x)|2 equals 2, then the spectra of the sequence of preconditioned matrices
{P−1

n (a,m, k)An(a,m, k)}n belong to the interval [d1, d2], with di universal positive con-
stants independent of n and well separated from zero.

Proof. Due to a similarity argument, we analyze the sequence {∆−1
n (m, k)A∗

n(a,m,
k)}n. Now, according to the assumptions and Proposition 5.2 we have

A∗
n(a,m, k) = ∆n(m, k) + h2Θn(a,m, k) + o(h2)En(a,m, k),

so that

∆−1
n (m, k)A∗

n(a,m, k) = In + ∆−1
n (m, k)(h2Θn(a,m, k) + o(h2)En(a,m, k)).

By the hypothesis on the order of the zeros of |pc(x)|2, we infer that there exists a constant C
so that ‖∆−1

n (m, k)‖2 ≤ Ch−2 ([7, 32]). Therefore by standard linear algebra we know that

λmax(∆
−1
n (m, k)A∗

n(a,m, k)) ≤ ‖∆−1
n (m, k)A∗

n(a,m, k)‖2

≤ ‖In‖2+‖∆−1
n (m, k)(h2Θn(a,m, k)+o(h2)En(a,m, k))‖2

≤ 1 + C‖Θn(a,m, k)‖2 + o(1).

Conversely, for obtaining a bound from below for λmin(∆−1
n (m, k)A∗

n(a,m, k)) we consider
the inverse matrix [A∗

n(a,m, k)]
−1

∆n(m, k) and we apply Proposition 5.2 obtaining

[A∗
n(a,m, k)]

−1
∆n(m, k) = In − [A∗

n(a,m, k)]
−1

(h2Θn(a,m, k) + o(h2)En(a,m, k)).

Since a(x) is positive, as a consequence of Theorem 2.3 (refer to [36]) we deduce that
‖ [A∗

n(a,m, k)]
−1

‖2 ≤ (max a)(min a)−1‖∆−1
n (m, k)‖2 ≤ C(max a)(min a)−1h−2, so

that

λmin(∆−1
n (m, k)A∗

n(a,m, k)) ≥
[

1 + C(max a)(min a)−1‖Θn(a,m, k)‖2 + o(1)
]−1

.

In addition, by making use of the following spectral characterization, the Weakest Strong
Clustering Property can be proved.

LEMMA 5.5. Let {εn}n be a sequence decreasing to zero (as slowly as wanted) and let
us assume that the maximum order of zeros of the polynomial pw(x) = |pc(x)|2 generating
the Toeplitz sequence {∆n(m, 1)}n equals 2. Then,

#
{

i : λi (∆n(m, 1)) <
⌈

ε−1
n

⌉

h2
}

= O
(⌈

ε−1/2
n

⌉)

.(5.1)

Proof. It is a simple consequence of Proposition B.1.
THEOREM 5.6. Let us consider k = 1 and any choice of m such that the maximal order

of zeros of the polynomial pw(x) = |pc(x)|2 generating the Toeplitz sequence {∆n(m, 1)}n

equals 2. If the coefficient function a(x) is strictly positive and belongs to C2(Ω) then the
Weakest Strong Clustering Property holds, i.e. for any sequence {εn}n decreasing to zero
(as slowly as wanted), for each ε > 0 there exists n̄ such that for any n > n̄, then n −

O
(⌈

ε
−1/2
n

⌉)

eigenvalues of the preconditioned matrix P−1
n (a,m, k)An(a,m, k) belong to

the open interval (1− ε, 1 + ε).
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Proof. By calling Xn the symmetric matrix

In+h2∆−1/2
n (m, 1)Θn(a,m, k)∆−1/2

n (m, 1)+o(h2)∆−1/2
n (m, 1)En(a,m, k)∆−1/2

n (m, 1)

similar to the matrix ∆−1
n (m, 1)A∗

n(a,m, 1) and by considering the n×
(

n−O
(⌈

ε
−1/2
n

⌉))

matrix U , whose columns are made up by considering the orthonormal eigenvectors of
∆n(m, 1) corresponding to the eigenvalues λj(∆n(m, 1)) ≥

⌈

ε−1
n

⌉

h2, we have

UHXnU = I
n−O

(⌈

ε
−1/2

n

⌉)

+h2diag(λ
−1/2
j (∆n(m, 1)))UHΘn(a,m, k)Udiag(λ

−1/2
j (∆n(m, 1)))

+o(h2)diag(λ
−1/2
j (∆n(m, 1)))UHEn(a,m, k)Udiag(λ

−1/2
j (∆n(m, 1)))

= I
n−O

(⌈

ε
−1/2

n

⌉) + Yn + Zn.

Now, since

||Yn||2 ≤ dεne ||Θn(a,m, k)||2,
||Zn||2 ≤ o(1) dεne ||En(a,m, k)||2,

where Θn(a,m, k) and En(a,m, k) are bounded matrices according to Proposition 5.2, it
follows that for each ε > 0 there exists n̄ such that for any n > n̄, then

−ε < λi(Yn + Zn) < ε,

or equivalently,

1− ε < λi(U
HXnU) < 1 + ε.

Lastly, by applying the Cauchy interlacing theorem [18], it directly follows that at least n −

O
(⌈

ε
−1/2
n

⌉)

eigenvalues of the preconditioned matrix P−1
n (a,m, k)An(a,m, 1), similar to

the matrix ∆−1
n (m, 1)A∗

n(a,m, 1), belong to the open interval (1− ε, 1 + ε).
Notice that, for k = 1 and m = 1, 2, 3 in Figure 4.3.a we observed that x = 0 is the

unique zero of pw(x) whose order equals 2 according to relation (2.9). Therefore, in light of
Theorem 5.6 we deduce the Weakest Strong Clustering Property.

5.1.3. How many outliers?. In the case where k > 1 or 2s > 2, we lose the Weakest
Strong Clustering Property, although the Weak Clustering Property always holds according
to Theorem 5.3. Consequently, the main task is the characterization of the goodness of the
cluster; that is, for any positive fixed ε we want to know how many outliers do not belong to
the interval (1− ε, 1 + ε).

THEOREM 5.7. If A∗
n(a,m, k) = ∆n(m, k) + O(ht), with t positive real valued and

the coefficient function a(x) being strictly positive, then for each εn = o(h1− t
2s ) decreasing

to zero and for each ε > 0 there exists n̄ such that for each n > n̄ at least n − O(
⌈

ε−1
n

⌉

)
eigenvalues of P−1

n (a,m, k)An(a,m, k) fall in (1− ε, 1 + ε). Here, 2s denotes the maximal
order of the zeros of the related Toeplitz generating polynomial pw, where 2s = 2k if 2k ≥
q − 1 and otherwise belongs to [2k, 2(q − 1)− 2k].

Proof. We first observe that the i-th eigenvalue of ∆n(m, k) behaves like pw(xi), xi =
πi/(n + 1) (refer to [5] and Proposition B.1). This implies that, for i = i(n) = o(n), the i-th
eigenvalue goes to zero as (i(n)/n)

2s. Since the matrix error A∗
n(a,m, k) − ∆n(m, k) =

O(ht), it follows that, in any subspace generated by the eigenvectors vi(n) of ∆n(m, k) re-
lated to eigenvalues li(n) with

ht = o
(

[i(n)/n]
2s
)

,(5.2)
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the Rayleigh quotient of ∆
−1/2
n (m, k)A∗

n(a,m, k)∆
−1/2
n (m, k) − In is infinitesimal. By

referring to equation (5.2), this is equivalent to saying that for any i(n) such that (i(n))−1 =
o(h1− t

2s ), the preceding Rayleigh quotient is infinitesimal in the subspace generated by all
the eigenvectors vj , j ≥ i(n). Now, by setting εn = (i(n))−1 and by invoking the Cauchy
interlacing theorem [18], the proof is concluded.

By using the general information on the error matrix A∗
n(a,m, k)−∆n(m, k) with spec-

tral norm bounded by O(ht), we infer an estimate concerning the number of outlying eigen-
values as a function of t, but also depending on the “spectral difficulty” of the problem rep-
resented by the parameter k. In fact, the growth of the order 2k (2s ≥ 2k) of the differential
problem leads to a deterioration of the “strength” of the cluster. Therefore, in order to obtain a
better clustering for higher order problems, it is necessary to increase the order of approxima-
tion of ∆n(m, k) by A∗

n(a,m, k); a possible proposal is the use of bidiagonal uniformly well
conditioned matrices {Bn(a,m, k)}n in place of {Dn(a,m, k)}n. A suitable choice of its en-
tries can be used for obtaining a higher order of approximation in the difference A∗

n(a,m, k)−

∆n(m, k) with A∗
n(a,m, k) = B

−1/2
n (a,m, k)An(a,m, k)(B

−1/2
n (a,m, k))T .

It should be noticed that the growth of the number of outliers predicted by Theorem 5.7
for P−1

n (a,m, k)An(a,m, k) in the case where k > 1 and a > 0, is not observed in Table
4.5. It is probably possible to prove something more.

On the other hand, the improvement given by the Strong Clustering Property is just a
theoretical one since, for the case where a(x) is positive, regular and k = 1, the optimality of
our PCG iterations follows from the fact that each eigenvalue of P−1

n (a,m, k)An(a,m, k)
belongs to [d1, d2] with di universal positive constants independent of n (Theorem 5.4).

5.2. The degenerate elliptic case. First, the following theorem explains why the
Toeplitz sequence {∆n(m, k)}n is not an optimal preconditioning sequence in the case where
a(x) has zeros. In fact, the condition defining the optimality in Definition 3.1 is violated.

THEOREM 5.8. The spectra of the preconditioned matrix sequences {∆−1
n (m, k)

An(a,m, k)}n are contained in the interval [ā, Ā], with ā and Ā being the infimum and the
supremum of the function a(x) respectively. If the coefficient function a(x) has a finite num-
ber of zeros, #I+(a) ≥ n, inf a = 0 and the assumption of Theorem 2.4 is fulfilled, then the
spectra of the preconditioned matrices are contained in the interval (0, Ā]. In addition, the
lower bound is tight in the sense that the smallest eigenvalue λmin(∆−1

n (m, k)An(a,m, k))
of the preconditioned matrix tends to zero as n tends to infinity as long as inf a = 0.

Proof. The two localization results are immediate consequences of Theorem 2.3 and
Theorem 2.4 respectively.

From Theorem 4.8 in [36] we know that the eigenvalues of {∆−1
n (m, k)An(a,m, k)}n

distribute as the function a(x); a simple argument taken from measure theory implies that the
minimal eigenvalue λmin(∆−1

n (m, k)An(a,m, k)) tends to ā = 0.
Finally, by using the same argument of Theorem 4.1 in [31] based on special choices

of the Rayleigh quotients, it follows that λmin(∆−1
n (m, k)An(a,m, k)) = O(hα) if α is the

maximal order of the zeros of a(x).

5.2.1. Clustering properties of preconditioned matrices. The reason for the very fast
PCG convergence observed when we consider the preconditioner Pn(a,m , k) with respect to
the case of the basic Toeplitz preconditioner ∆n(m, k) is explained in the following theorem.

THEOREM 5.9. If the nonnegative coefficient function a(x) has a finite number of zeros
and belongs to C(Ω), then for any ε > 0 all the eigenvalues of the preconditioned matrix
P−1

n (a,m, k)An(a,m, k) lie in the open interval (1 − ε, 1 + ε) except for o(n) outliers
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[Weak Clustering Property].
Proof. Due to the similarity between P−1

n (a,m, k)An(a, m, k) and ∆−1
n (m, k)A∗

n(a,
m, k), we can analyze the spectrum of the latter matrix. First, for the sake of simplicity, we
consider the case when a(x) has a unique zero of order α located at x = 0.
For any index i such that x = x̃i is well separated from x = 0, we find that

(A∗
n(a,m, k))i,i±p = (∆n(m, k))i,i±p + (Θn(a,m, k))i,i±p, p = 0, . . . , q − 1,(5.3)

where ‖Θn(a,m, k)‖2 = O(ωa(h)). More specifically, for any ε > 0, let us consider the
indices i such that the distance of the point x̃i from the point x = 0 is greater or equal to
ε. For all these indices i the relationship (5.3) holds true. Consequently, we can consider an
asymptotic expansion

A∗
n(a,m, k) = ∆n(m, k) + Θn(a,m, k, ε) + Dn(ε),

where Dn(ε) is the null matrix except for the north-west corner of dimension εn. Clearly,
the rank of Dn is bounded by εn and, by virtue of Theorem 2.6 and Proposition B.1, the
sequence {∆n(m, k)}n is sparsely vanishing.
Therefore, by setting An = A∗

n(a,m, k) and Pn = ∆n(m, k), the hypotheses of Lemma 3.6
are fulfilled and the claimed thesis follows.

Notice that the presence of a zero in a different position moves the position of the nonzero
part of Dn along the diagonal, but does not change the size of its asymptotic rank. Moreover,
the proof is unchanged in the case of the presence of a finite number of zeros.

From Theorem 5.9, we deduce that almost all the eigenvalues of the preconditioned ma-
trices are in a small neighbourhood of unity except for o(n) outliers; this is not completely
satisfactory but is nonetheless very good when compared with the Toeplitz preconditioning
alone. In order to see this, consider the distributional results found in [36] where we prove
that the number of PCG iterations to reach the solution within a fixed accuracy, ∆n(m, k)
being the preconditioner, is linear in the dimension n. Indeed, the latter is a consequence of
the fact that the eigenvalues of the sequence {∆−1

n (m, k)An(a,m, k)}n are distributed as the
function a(x) and of the fact that a(x) has zeros.

Moreover, the behaviour in the numerical experiments is much better when compared
with the quoted theoretical results. It is most likely that the analysis presented in Theorem
5.9 can be substantially refined. In particular, the theoretical tools introduced in [42] and [11]
could be used in this context.

6. General results on distribution and clustering. The aim of this section is to
give general results on the approximation of the sequence {A∗

n(a,m, k)}n by the sequence
{∆n(m, k)}n in the spirit of the ergodic Theorems proved by Szegő, Widom, etc [19, 45].
Let us denote the trace norm by || · ||trace (refer to [4, Bhatia, p. 92]).

DEFINITION 6.1. [19, 43] Two real sequences {a(n)
i }i≤n, {b(n)

i }i≤n are equally dis-
tributed if and only if, for any real-valued continuous function F with bounded support, the
following relation holds:

lim
n→∞

1

n

n
∑

i=1

(

F
(

a
(n)
i

)

− F
(

b
(n)
i

))

= 0.(6.1)

When the previous limit goes to zero as O(n−1) and F is Lipschitz continuous, we say that
there is strong equal distribution.
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THEOREM 6.2. If the coefficient function a(x) is strictly positive and belongs to C(Ω),
then

‖A∗
n(a,m, k)−∆n(m, k)‖2

F ≤ nO(ω2
a(n−1)),

‖A∗
n(a,m, k)−∆n(m, k)‖2 ≤ O(ωa(n−1)),

‖A∗
n(a,m, k)−∆n(m, k)‖trace ≤ nO(ωa(n−1)),

where ωa denotes the modulus of continuity of the function a(x). If the coefficient function
a(x) is nonnegative with a finite number r of zeros and belongs to C(Ω), then there exists a

matrix sequence {Dn}n, Dn = D
[1]
n + . . . + D

[r]
n , with rank(Dn) = o(n), such that

‖A∗
n(a,m, k)−Dn −∆n(m, k)‖2

F = o(n),

‖A∗
n(a,m, k)−Dn −∆n(m, k)‖2 = o(1).

The latter theorem, in view of Tyrtyshnikov’s results [43], tells us that the eigenvalues
of the two sequences {A∗

n(a,m, k)}n and {∆n(m, k)}n of symmetric matrices are equally
distributed. But each matrix ∆n(m, k) is the n × n Toeplitz matrix generated by pw(x) =
|pc(x)|2 and therefore, by taking into account the ergodic Szegő Theorem, it follows that for
any real-valued continuous function F with bounded support

lim
n→∞

1

n

n
∑

i=1

F (λi(A
∗
n(a,m, k))) =

1

2π

∫ π

−π

F (pw(x))dx.(6.2)

Moreover, we have also the following Widom–like second order result.
COROLLARY 6.3. If the coefficient function a(x) is Lipschitz-continuous, then the se-

quences {A∗
n(a,m, k)}n and {∆n(m, k)}n are strongly equally distributed and for any real-

valued Lipschitz-continuous function F with bounded support we find
∣

∣

∣

∣

∣

1

n

n
∑

i=1

F (λi(A
∗
n(a,m, k))−

1

2π

∫ π

−π

F (pw(x))dx

∣

∣

∣

∣

∣

= O(n−1).(6.3)

Proof. If a(x) is Lipschitz-continuous, then nO(ωa(n−1)) = O(1). Consequently, from
the latter theorem we deduce that

‖A∗
n(a,m, k)−∆n(m, k)‖trace = O(1).

The application of the third part of Lemma 4.3 in [34] yields the strong equal distribution
of {A∗

n(a,m, k)}n and {∆n(m, k)}n. Moreover, we remark that the generating function of
the Toeplitz matrices {∆n(m, k)}n is a trigonometric polynomial and we simply point out
that all the trigonometric polynomials are from the Krein algebra K [25]. Finally, we use the
second-order result of Widom [45] concerning the spectral distribution of Toeplitz matrices
with symbol belonging to K and this concludes the proof.

Notice that Theorem 6.2 can be extended in the same way to the case of p dimensions,
i.e. to differential problems on p dimentional domains (recall that the Szegő - Tyrtyshnikov
Theorem holds generically in p dimensions).

The fact A∗
n(a,m, k) = ∆n(m, k) + O(h2) proved in Propositions A.1, A.2 and 5.2,

with a(x) ∈ C2(Ω), is in some sense exceptional because it is produced by the cancel-
lation of O(h) terms in the expression (A∗

n(a,m, k) − ∆n(m, k))r,r±p. Moreover, if the
coefficient function a(x) is strictly positive and belongs to C1(Ω) and ax(x) ∈ Lip1, then
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A∗
n(a,m, k) = ∆n(m, k) + O(h2). Nevertheless, it is worth pointing out that equation (1.1)

imposes that the coefficient function a(x) belongs to Ck(Ω), so it would appear that a refined
analysis be just an academic exercise. However, when we consider the “weak formulation”
[9], the problem (1.1) is transformed into an integral problem. Therefore, in this sense, the
given analysis becomes again meaningful. Concerning this fact, we are able to prove some-
thing more. If a(x) ∈ L∞(Ω), the application of the Lusin Theorem allows one to prove the
following result.

THEOREM 6.4. Let A∗
n(a,m, k) = D

−1/2
n (a,m, k)An(a,m, k)D

−1/2
n (a,m, k) be the

symmetrically scaled matrix of An(a,m, k), FD discretization matrix of the continuous prob-
lem (1.1) and let ∆n(m, k) be the related Toeplitz matrix. Here the coefficients a(xi) should
be replaced by mean values on the interval Ii = [xi, xi+1] in the sense that a(xi) means
n
∫

Ii
a(t). Then, when the coefficient function a(x) is nonnegative and, at most, sparsely van-

ishing and belongs to L∞(Ω), there exists a matrix sequence {Dn}n, with rank(Dn) = o(n),
such that

‖A∗
n(a,m, k)−∆n(m, k)−Dn‖

2
F = o(n),

‖A∗
n(a,m, k)−∆n(m, k)−Dn‖2 = o(1).

In addition, the number of outliers of the sequence of preconditioned matrices {P−1
n (a,

m, k)An(a,m, k)}n is generically o(n), while if a(x) is not sparsely vanishing then the pre-
conditioners Pn(a,m, k) are not well defined or the spectra of the preconditioned matrices
are not clustered.

Proof. This is a simple generalization of Theorem 5.3 in [34].

7. Computational costs and comparison with the literature.

7.1. Computational costs. In conclusion, we have reduced the asymptotic cost of
these band systems (which are Locally Toeplitz [41]) to the cost of band-Toeplitz systems for
which the recent literature provides very sophisticated algorithms (for the most efficient see
[6]) whose cost is lower than that of the classical band solvers [18]: (a) Multigrid methods re-
quiring O(ln) arithmetic operations (ops) and O(log n) parallel steps with O(ln) processors
[13, 14] in the parallel PRAM model of computation; (b) a recursive displacement rank based
technique [6] requiring O(n log(l) + l log2(l) log(n)) ops and O(log n) parallel steps with
O(ln) processors. Here n is the matrix dimension and l = 2q − 1 is the matrix bandwidth.

So, in order to obtain the total computational cost needed to compute the solution of a
system Anu = f , with An = An(a,m, k), using the PCG method, the preceding costs must
be multiplied by the PCG iteration number which is constant with respect to n and added to
the cost of few matrix-vector multiplications (recall the PCG algorithm). The final cost is
O(n log(l)) ops and O(log(nl)) parallel steps with O(ln) processors in the PRAM model of
computation.

Concerning the computational cost in the 2D case we point out that the “displacement
rank technique” developed in [6] is no longer “optimal” in the multilevel Toeplitz case (i.e.
in the case where a Toeplitz matrix has block Toeplitz structure and each block has Toeplitz
structure and so on recursively for a finite number d ≥ 2 of levels). The same remark also
holds for the classical band-solvers [18]. Nevertheless, in the multilevel case optimal iterative
solvers are those based on the multigrid methods [14] or on mixed methods (PCG + multigrid)
[33]; with the latter multigrid-type choices, the computational cost is linear as the size N(n)
of the linear system and linear as the sum of the internal and external bandwidths of the
coefficient matrix.
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7.2. Comparison with the literature. Hereafter, we compare our technique with the
iterative and direct solvers used in the relevant literature. In the following N denotes the
dimension of the algebraic system, that is, N = n for the 1D case and N = N(n) = n1n2

for the 2D case with n1 ∼ n2. The case under study is that of boundary value problems such
as (1.1) and (1.2) over a rectangle Ω of Rd, d = 1 or d = 2, discretized by uniformly spaced
FD schemes. We analyze the following three situations:
a.1) a(x) > 0 and a(x) ∈ C2(Ω),
a.2) a(x) > 0 and 0 < inf a(x) ≤ sup a(x) < ∞,
a.3) a(x) ≥ 0 with at most isolated zeros and a(x) belonging to L1(Ω).

The PCG methods based on preconditioners from incomplete LU factorizations [27, 10,
20] (for d = 2) and from the circulant algebra [8, 22, 26] (for d = 1 and d = 2) are sublinear,
i.e. they require a number of iterations O(Nβ) with positive β and an overall cost of at
least O(N1+β). This is true even in the case a.1 where a(x) is positive and smooth. In
particular, the Strang preconditioner is singular when N is big enough due to the consistency
condition and the T. Chan preconditioner suggested in [8] leads to preconditioned matrix
sequences whose condition number grows at least as N (2k−1)/d, where d is the dimension of
the definition domain and, in the simplest case, where a(x) is equal to a positive constant.
As a consequence, it is clear that the value of β is min{1, (2k − 1)/2d}. Moreover, in light
of the analysis given in [11], there is a sub-cluster of eigenvalues to zero and this leads to a
substantial slowdown in the performances of the associated PCG method.

On the other hand, the PCG methods defined by using separable preconditioners [12] and
the multigrid algorithms [21, 3] are optimal in the sense of Definition 3.1 in the cases a.1 and
a.2, but not in the case a.3. On the contrary, our technique is superlinear in the case a.1 (there-
fore also optimal) and assures a “weak” clustering in the cases a.2 and a.3; this property does
not theoretically guarantee optimality, but the numerous numerical experiments performed
here and in [34, 36] suggest a convergence rate independent of the size N . Furthermore, we
recall that the “weak” clustering property also holds in the case where a ∈ L1(Ω).

Finally, some remarks concerning direct methods are needed. In the 1D case it is clear
that Gaussian elimination is also optimal with regard to the dimension n and with a constant
growing as l2, where l = 2q− 1 is the matrix bandwidth. However, the matrices An(a,m, k)
are very ill-conditioned if k is large or if a(x) has zeros so that possible numerical instabilities
can be observed and the proposed PCG technique can be a good alternative method. The
advantage of our proposal is especially evident in the 2D case where Gaussian elimination
is no longer optimal requiring O(N 2) ops against O(N) of our PCG method. Moreover,
this advantage is stronger when the number of dimensions d increases (O

(

N2(d−1)/d+1
)

ops
against O(N)).

Finally, concerning the matrix algebra approach, it is useful to recall a negative result
stated in [39, 40] regarding multilevel structures in d dimensions for d ≥ 2: at least cN (d−1)/d

outliers with c > 0 are present when we use a matrix algebra preconditioning sequence and
the matrix algebra is “partially equimodular” [40]. We recall that all the known trigonometric,
Hartley and ω circulant algebras (|ω| = 1) are “partially equimodular”. The bound of at least
cN (d−1)/d outliers is realized by both Strang and T. Chan preconditioners so that important
information contained in the negative result is that their unsatisfactory performances cannot
be substantially improved by changing preconditioning sequence in any algebra of “partially
equimodular” type.

8. Concluding remarks. To conclude, in this paper we have discussed the asymp-
totic distributional properties of the spectra of Toeplitz–based preconditioned matrices arising
from FD discretization of the differential problems of the form (1.1). We have proved that
the weak clustering of the spectra holds for a(x) ranging from the good case in which it is
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regular and strictly positive to the bad case where a(x) is only L∞(Ω) and sparsely vanish-
ing. Moreover, the results indicate that a possible deterioration of the convergence properties
of the associated PCG methods occurs when the parameter k and/or the order of the zeros of
a(x) increases.

Appendix A. Asymptotic expansions of An(a,m, k). This section is devoted to the
evaluation of the asymptotic expansion of the matrix An(a,m, k) with respect to the coeffi-
cient function a(x), this being the basic step in the analysis of the clustering properties of our
Toeplitz based preconditioners. Let ∆ be the constant entry along the main diagonal and let
∆r−p be the constant entry along the pth subdiagonal in the Toeplitz matrix ∆n(m, k).

PROPOSITION A.1. Let k be odd and let An(a,m, k) be the n × n symmetric band
matrix according to Definition 2.2. If the coefficient function a(x) belongs to C2(Ω), then the
following asymptotic expansions hold true

(An)r,r = ar−p/2∆ + hax,r−p/2βp + h2axx,r−p/2γp + o(h2),

(An)r−p,r−p = ar−p/2∆− hax,r−p/2βp + h2axx,r−p/2γp + o(h2),

(An)r,r−p = ar−p/2∆r−p + h2axx,r−p/2δp + o(h2),

where p = 1, . . . , 2m − 1, ar−p/2 = a
(

xr−p/2

)

, ax,r−p/2 = (da(x)/dx)|x=xr−p/2
,

axx,r−p/2 = (d2a(x)/dx2)|x=xr−p/2
, and βp, γp and δp are constant numbers. In the case

where the coefficient function a(x) belongs to C1(Ω), then the related expansion takes the
form

(An)r,r = ar−p/2∆ + hax,r−p/2βp + O(hωax
(h)),

(An)r−p,r−p = ar−p/2∆− hax,r−p/2βp + O(hωax
(h)),

(An)r,r−p = ar−p/2∆r−p + O(hωax
(h)).

Finally, if a(x) belongs to C(Ω) we find that

(An)r,r = ar−p/2∆ + O(ωa(h)),

(An)r−p,r−p = ar−p/2∆ + O(ωa(h)),

(An)r,r−p = ar−p/2∆r−p + O(ωa(h)).

Here the symbol ωf (·) denotes the modulus of continuity of the function f .

Proof. We consider the Taylor expansions centered at x = xr−p/2 with respect to the
coefficient function a(x). According to (2.2) we have the main diagonal entry in the rth row
given by

(An)r,r =

m
∑

j=1

(

2ar−p/2 + hax,r−p/2p +
h2

2
axx,r−p/2

(

(

j +
(p− 1)

2

)2

+

(

j −
(p + 1)

2

)2
))

c2
j + o(h2)

= ar−p/2∆ + hax,r−p/2βp + h2axx,r−p/2γp + o(h2).
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As in the previous case,

(An)r−p,r−p =

m
∑

j=1

(

a
(

xr−p−j+1/2

)

+ a
(

xr−p+j−1/2

))

c2
j

=
m
∑

j=1

(

2ar−p/2 − hax,r−p/2p +
h2

2
axx,r−p/2

(

(

j +
(p− 1)

2

)2

+

(

j −
(p + 1)

2

)2
))

c2
j + o(h2)

= ar−p/2∆− hax,r−p/2βp + h2axx,r−p/2γp + o(h2).

Now, for p ranging from 1 to m− 1, according to equation (2.3), we have

(An)r,r−p = ar−p/2∆r−p + hax,r−p/2





p
∑

j=1

(j − (p + 1)/2) cjcp+1−j



+

+
h2

2
axx,r−p/2





m−p
∑

j=1

(

(j + (p− 1)/2)
2

+ (j − (p + 1)/2)
2
)

cjcj+p

−

p
∑

j=1

(j − (p + 1)/2)
2
cjcp+1−j



+ o(h2)

= ar−p/2∆r−p + h2axx,r−p/2δp + o(h2),

since, for each p = 1, . . . ,m− 1,

p
∑

j=1

(

j −
(p + 1)

2

)

cjcp+1−j =

bp/2c
∑

j=1

(

j −
(p + 1)

2

)

cjcp+1−j +

p
∑

j=dp/2e+1

(

j −
(p + 1)

2

)

cjcp+1−j

=

bp/2c
∑

j=1

(

j −
(p + 1)

2

)

cjcp+1−j −

bp/2c
∑

j=1

(

j −
(p + 1)

2

)

cjcp+1−j = 0.

For p ranging from m to 2m− 1, according to equation (2.4), we have

(An)r,r−p = −





bp/2c
∑

j=p+1−m

a
(

xr−j+1/2

)

cjcp+1−j + FIN ((p + 1)/2) a
(

xr−p/2

)

c2
(p+1)/2

+

m
∑

j=dp/2e+1

a
(

xr−j+1/2

)

cjcp+1−j





= −

m−dp/2e
∑

j=1

(

a
(

xr−j−p+m+1/2

)

+ a
(

xr+j−m−1/2

))

cm+1−jcp+j−m +

−FIN ((p + 1)/2) a
(

xr−p/2

)

c2
(p+1)/2

= ar−p/2∆r−p + h2axx,r−p/2δp + o(h2),
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where FIN is the characteristic function over the set of integer numbers. Notice that, for
p = 2m− 1, we simply infer that (An)r,r−(2m−1) = ar−m+1/2∆r−(2m−1).

Finally, when the function a(x) shows less regularity, it is enough to stop the preceding
asymptotic expansions at a lower degree.

PROPOSITION A.2. Let k be even and let An(a,m, k) be the n × n symmetric band
matrix according to Definition 2.2. If the coefficient function a(x) belongs to C2(Ω), then the
following asymptotic expansions hold true

(An)r,r = ar−p/2∆ + hax,r−p/2β̃p + h2axx,r−p/2γ̃p + o(h2),

(An)r−p,r−p = ar−p/2∆− hax,r−p/2β̃p + h2axx,r−p/2γ̃p + o(h2),

(An)r,r−p = ar−p/2∆r−p + h2axx,r−p/2δ̃p + o(h2),

where p = 1, . . . , 2m and where ar−p/2 = a
(

xr−p/2

)

, ax,r−p/2 = (da(x)/dx)|x=xr−p/2
,

axx,r−p/2 = (d2a(x)/dx2)|x=xr−p/2
, and β̃p, γ̃p and δ̃p are constant numbers. If a(x) be-

longs to C1(Ω), then the related expansion takes the form

(An)r,r = ar−p/2∆ + hax,r−p/2β̃p + O(hωax
(h)),

(An)r−p,r−p = ar−p/2∆− hax,r−p/2β̃p + O(hωax
(h)),

(An)r,r−p = ar−p/2∆r−p + O(hωax
(h)).

Finally, if a(x) just belongs to C(Ω), then we have

(An)r,r = ar−p/2∆ + O(ωa(h)),

(An)r−p,r−p = ar−p/2∆ + O(ωa(h)),

(An)r,r−p = ar−p/2∆r−p + O(ωa(h)).

Proof. We consider the Taylor expansions centered at x = xr−p/2. According to equa-
tion (2.5), the main diagonal entry in the rth row is given by

(An)r,r = ar−p/2∆ + hax,r−p/2



pc2
0/2 + p

m
∑

j=1

c2
j



+

+
h2

2
axx,r−p/2



p2c2
0/4 +

m
∑

j=1

(

(j + p/2)
2

+ (j − p/2)
2
)

c2
j



+ o(h2)

= ar−p/2∆ + hax,r−p/2β̃p + h2axx,r−p/2γ̃p + o(h2).

As in the previous case, we find that

(An)r−p,r−p = a(xr−p)c
2
0 +

m
∑

j=1

(a (xr−p−j) + a (xr−p+j)) c2
j

= ar−p/2∆− hax,r−p/2



pc2
0/2 + p

m
∑

j=1

c2
j



+

+
h2

2
axx,r−p/2



p2c2
0/4 +

m
∑

j=1

(

(j + p/2)
2

+ (j − p/2)
2
)

c2
j



+ o(h2)

= ar−p/2∆− hax,r−p/2β̃p + h2axx,r−p/2γ̃p + o(h2).
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With respect to the coefficients (An)r,r−p, we must distinguish between the case of p ranging
from 1 to m− 1 and the case of p ranging from m to 2m. More precisely, for p ranging from
1 to m− 1, according to equation (2.6), we have

(An)r,r−p = ar−p/2∆r−p − hax,r−p/2





p
∑

j=0

(

j −
p

2

)

cjcp−j



+

+
h2

2
axx,r−p/2





p
∑

j=0

(

j −
p

2

)2

cjcp−j + 2

m−p
∑

j=1

(

j +
p

2

)2

cjcp+j



+o(h2)

= ar−p/2∆r−p + h2axx,r−p/2δ̃p + o(h2),

since, for each p = 1, . . . ,m− 1,

p
∑

j=0

(j − p/2) cjcp−j =

dp/2e−1
∑

j=0

(j − p/2) cjcp−j +

p
∑

bp/2c+1

(j − p/2) cjcp−j

=

dp/2e−1
∑

j=0

(j − p/2) cjcp−j −

dp/2e−1
∑

j=0

(j − p/2) cjcp−j = 0.

For p ranging from m to 2m, according to equation (2.7), we obtain that

(An)r,r−p =

dp/2e−1
∑

j=p−m

a (xr−j) cjcp−j + FIN (p/2) a
(

xr−p/2

)

c2
p/2 +

m
∑

j=bp/2c+1

a (xr−j) cjcp−j

=

m−bp/2c
∑

j=1

(a (xr+m+1−j−p) + a (xr+j−m−1)) cm+1−jcp+j−m−1

+FIN (p/2) a
(

xr−p/2

)

c2
p/2

= ar−p/2∆r−p + h2axx,r−p/2δ̃p + o(h2),

where FIN is the characteristic function over the set of integer numbers. Notice that, for
p = 2m, we simply deduce that (An)r,r−2m = ar−m∆r−2m.

In the case of a lower degree of regularity of the function a(x), the preceeding asymptotic
expansions are stopped at a lower degree.

Appendix B. A second order spectral result.
PROPOSITION B.1. Let p be an even trigonometric polynomial. Let {Tn(p)}n be the

related family of Toeplitz matrices generated by p. Let us suppose that p is nonnegative and
not identically zero. Then the sequence {Tn(p)}n is sparsely vanishing, i.e. for any ε > 0 it
holds that

lim
ε→0

lim
n→∞

1

n
# {i : λi(Tn(p)) < ε} = 0,

with λi(Xn) denoting the i-th eigenvalue of the n × n matrix Xn. In particular, if q is the
degree with regard to the cosine expansion of p (2q being the degree as ordinary complex
polynomial) and if the maximal order of the zeros is 2 ≤ 2s ≤ 2q, then we find the relation

1

n
# {i : λi(Tn(p)) < ε} −

1

π
· µ{x ∈ [0, π] : p(x) < ε} = O(n−1),



ETNA
Kent State University 
etna@mcs.kent.edu

S. Serra Capizzano and C. Tablino Possio 83

with

µ{x ∈ [0, π] : p(x) < ε} ∼ ε
1

2s .

Proof. Let τ be the algebra of all the matrices simultaneously diagonalized by sine
transforms [5]. Let τ(Tn(p)) be the canonical τ representation of Tn(p) (see [17, 13] for
details). Then we have τ(Tn(p)) = Tn(p)−Hn(p), where Hn(p) is the persymmetric Hankel
matrix whose first row is (a2, . . . , aq, 0, . . . , 0), (a0, . . . , aq, 0, . . . , 0) being the first row of

Tn(p). Therefore, according to [5, 13], the eigenvalues of τ(Tn(p)) are λ̂
(n)
i (p) = p(x

(n)
i ),

x
(n)
i = πi/(n + 1) and rank(Hn(p)) ≤ 2(q − 1). Due to the fact that p ∈ C1, it follows that

#{i : λ̂
(n)
i (p) < ε} =

n

π
· µ{x ∈ [0, π] : p(x) < ε}+ O(1),

where µ denotes the Lebesgue measure in IR. Since {Hn}n have rank uniformly bounded by
a constant, by the Cauchy interlacing theorem [18] we infer that

#{i : λi(Tn(p)) < ε} =
n

π
· µ{x ∈ [0, π] : p(x) < ε}+ O(1),

where the term O(1) now contains a factor proportional to q. Therefore, we find that

lim
n→∞

1

n
#{i : λi(Tn(p)) < ε} =

1

π
µ{x ∈ [0, π] : p(x) < ε}.

In particular, if the maximal order of the zeros of p is 2s (2 ≤ 2s ≤ 2q) a simple analytic
argument shows that

µ{x ∈ [0, π] : p(x) < ε} ∼ ε
1

2s ,

and, since ε1/2s goes to zero as ε tends to zero, the proof is concluded.
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[19] U. GRENANDER AND G. SZEGŐ, Toeplitz Forms and Their Applications, Second Edition, Chelsea Publishing

Co., New York, 1984.
[20] I. GUSTAFSSON, Stability and rate of convergence of modified incomplete Cholesky factorization methods,

TR nr. 79.02R, Chalmers University of Technology, Sweden, (1979)
[21] W. HACKBUSH, Multigrid Methods and Applications, Springer-Verlag, Berlin, Germany, 1985.
[22] S. HOLMGREN AND K. OTTO, Iterative solution methods and preconditioners for block-tridiagonal systems

of equations, SIAM J. Matrix Anal. Appl., 13 (1992), pp. 863–886.
[23] C. JOHNSON, Numerical Solutions of Partial Differential Equations by the Finite Elements Methods, Cam-

bridge Univ. Press, Cambridge, UK, 1988.
[24] M. KAC, W.L. MURDOCH, AND G.SZEGŐ, On the eigenvalues of certain Hermitian forms, J. Rational

Mech. Anal., 2 (1953), pp. 767–800.
[25] M.G. KREIN, On some new Banach algebras and Wiener-Levy theorems for Fourier Series and integrals,

Amer. Math. Soc. Transl., 93 (1970), pp. 177–199.
[26] I. LIRKOV, S. MARGENOV, AND P. VASSILEVSKY, Circulant block factorization for elliptic problems, Com-

puting, 53 (1994), pp. 59–74.
[27] J. MEIJERINK AND H. VAN DER VORST, An iterative solution method for linear systems of which the coef-

ficient matrix is a symmetric M-matrix, Math. Comp., 31 (1977), pp. 148–162.
[28] Guidelines for the usage of incomplete decompositions in solving sets of linear equations as they occur

in practical problems, J. Comput. Phys., 14 (1981), pp. 134–155.
[29] S. PARTER, On the extreme eigenvalues of truncated Toeplitz matrices, Bull. Amer. Math. Soc., 67 (1961),

pp. 191–196.
[30] W. RUDIN, Real and Complex Analysis, McGraw-Hill Book Co., New York, 1985.
[31] S. SERRA, The rate of convergence of Toeplitz based PCG methods for second order nonlinear boundary

value problems, Numer. Math., 81-3 (1999), pp. 461–495.
[32] On the extreme eigenvalues of Hermitian (block) Toeplitz matrices, Linear Algebra Appl., 270 (1998),

pp. 109–129.
[33] Preconditioning strategies for asymptotically ill–conditioned block Toeplitz systems, BIT, 34 (1994),

pp. 579–594.
[34] Spectral analysis of Toeplitz based preconditioned matrices for boundary value problems, TR nr. 31,

LAN - Dept. of Mathematics - Univ. of Calabria, (1998).
[35] Optimal, quasi-optimal and superlinear band-Toeplitz preconditioners for asymptotically ill-

conditioned positive definite Toeplitz systems, Math. Comp., 66 (1997), pp. 651–665.
[36] S. SERRA CAPIZZANO AND C. TABLINO POSSIO, Spectral and structural analysis of high precision Finite

Difference matrices for elliptic Operators, Linear Algebra Appl. 293 (1999), pp. 85–131.
[37] High–precision Finite Difference schemes and Toeplitz based preconditioners for Elliptic Problems,

Tr. 1-1999, Dipartimento di Scienza dei Materiali, Università di Milano Bicocca.
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